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A general view of the history of nonequilibrium thermodynamics shows how two main lines of 
development have recently fused into a single branch of science. The field theoretical formulation 
of thermodynamics (leading to a balance equation for the entropy) constitutes the framework of a 
theory in which the Onsager reciprocal relations form the piece de resistance, the fundamental impor­
tance of which is outlined in this paper. 

I. INTRODUCTION 

T HIRTY one years ago, two articles appeared 
in the Physical Review, in which Lars Onsager, 

then of Brown University, derived the celebrated 
reciprocal relations between irreversible processes, 
which bear his name. I This work formed the culmi­
nation of a theoretical development started seventy 
seven years before, when thermodynamic considera­
tions were first applied to the treatment of irrever­
sible phenomena. That was done by William 
Thomson who gave an analysis. published in the 
Proceedings of the Royal Society of Edinburgh,2 of 
the various thermoelectric effects. He established 
two relations between them, of which the first 
followed simply from the conservation of energy. 
The second Thomson relation, which connects the 
thermoelectric potential of a thermocouple to its 
Peltier heat, was obtained from the two laws of 
thermodynamics and an additional assumption 
concerning the so-called reversible contributions to 

* Paper read at the Conference on Irreversible Thermo­
dynamics and the Statistical Mechanics of Phase Transitions, 
Brown University, Providence, Rhode Island, 11-16 June 
1962. 

1 L. Onsager, Phys. Rev. 37, 405 (1931); Ibid. 38, 2265 
(1931). 

2 W. Thomson (Lord Kelvin), Proc. Roy. Soc. Edinburgh 
3, 225 (1854); Trans. Roy. Soc. Edinburgh part I 21, 123; 
(1857); Math. Phys. Papers 1, 232 (1882). 

the process. Later, Boltzmann3 attempted to justify 
the Thomson hypothesis, but he was unable to find­
a basis for it. We now know that this hypothesis 
cannot be justified. Thomson's second relation was 
finally proved correctly by Onsager who showed that 
it was an example of his reciprocal relations, which 
are themselves a consequence of microscopic 
reversibility, i.e., ultimate invariance of the micro­
scopic equations of motion under time reversal. 

II. THE ONSAGER RELATIONS 

Since 1931, the Onsager relations have played an 
essential role in all thermodynamic treatments of 
coupled irreversible phenomena. Let us write, to 
fix the ideas, the following linear laws for two 
irreversible phenomena and their interference effects: 

J! = LuX! + L I2X Z , 

J 2 = L21 X I + L2ZX Z , 

(1) 

(2) 

where J I and J 2 are called fluxes, such as, for ex­
ample, the heat flow and the electric current (in 
Thomson's thermoelectric case), and Xl and X 2 

are called thermodynamic forces, such as the tem­
perature gradient and the electric field. The diagonal 

3 L. Boltzmann, Sitzber. Math. Naturwiss. Akad. Wiss. 
Wien II 96, 1258 (1887); Abh. 3, 321 (1909). 
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coefficients Lll and L22 are then related to the heat 
and electric conductivities, and the off-diagonal 
coefficients La and L2l to the Peltier heat and the 
thennoelectric power. Onsager proved quite generally 
for an arbitrary set of two or more coupled ir­
reversible phenomena, that (with an appropriate 
choice of fluxes and thermodynamic forces) the 
scheme of coefficients L is symmetric, i.e., for the 
example considered, 

(3) 

which is Thomson's second relation. These reciprocal 
relations reflect, on the macroscopic level, the time­
reversal invariance of the microscopic equations of 
motion. Onsager's proof was based on two starting 
points, (in addition to a few well-known concepts 
of statistical mechanics), viz., (a), microscopic re­
versibility, and (b), linear laws of the type (1) and 
(2). I would like to discuss both of these points in 
a little more detail. 

A. Microscopic Reversibility 

The microscopic state of a system of N particles 
without internal structure is described in the classical 
theory by a point r l, r 2 , ••• , rN, Pl, P2, .. , , PN 
in phase space, where the r i are the position vectors 
of the particles and Pi their momenta. (For particles 
with an internal structure more parameters are 
needed, but the following reasoning is not essentially 
changed.) The dynamics of an adiabatically in­
sulated system of this kind is given by a Hamiltonian 
H(r, p) which depends on the coordinates and mo­
menta (written here symbolically as r, p), but not 
explicitly on the time. The Hamiltonian of such a 
system of molecules is invariant under time re­
versal, i.e., in the classical case, for the transforma­
tion p ~ -p, 

H(r, p) = H(r, -p). (4) 

This property expresses the time-reversal invariance 
of the mechanical equations of motion of the N­
particle system. 

We assume that the behavior of the system can be 
studied by means of classical statistical mechanics. 
In particular, the time-dependent average value aCt) 
of any dynamical quantity a(rp) is obtained by 
mUltiplying a(rp) with a probability density p(rpt) 
of a representative ensemble of systems, and inte­
grating over phase space. The time behavior of 
p(rpt) follows from the knowledge of H by means of 
the Liouville equation. 

For the macroscopic description of the system, 
one is not interested in the complete set of me-

chanical variables describing its microscopic state, 
but only in a much more restricted number of vari­
ables. One may choose for these variables, the ex­
tensive properties (such as the energies, masses, 
electric charges) of macroscopically infinitesimal sub­
systems. These subsystems should still contain 
enough particles so that the concepts of statistical 
mechanics may be applied to them. Let us denote 
this restricted set of variables by al, a2, ... , an 

(or a, to abbreviate the notation), where n is much 
smaller than N. We nonnalize these variables in 
such a way that their mean values in equilibrium 
[which is described by p = Pm(rp), the micro­
canonical ensemble] is zero. We can introduce a 
probability density I(a, t) which gives the proba­
bility of finding the system at time t in a state for 
which a = a. This quantity I(a) will be independent 
of time in a stationary ensemble p",(rp). We can 
also introduce a joint probability density I(a, t; 
a', t + T) for finding the system in a state a = a 
at time t, and in a state a = a' at time t + T. In 
a stationary ensemble this quantity will be inde­
pendent of t, and will be denoted by tea, a', T). 
Finally, one can define a conditional probability 
density 

pea, tj a', t + T) = I(a, tj a', t + T)/I(a, t), (5) 

which in the stationary ensemble, can be written as 

pea, a', T) = I(a, a', T)/t(a). (6) 

Let us suppose for the moment that the a variables 
are even functions of the particle velocities. We can 
then fonnulate the property of microscopic reversi­
bility which follows from time-reversal invariance (4) 
by means of statistical mechanics as the equality 

I(a, a', T) = tea, a', -T), (7) 

or alternatively, making use of the stationarity of 
the system, as 

tea, a', T) = I(a', a, T), (8) 

which expresses the property of detailed balance in 
the a space of the macroscopic variables. It is usually 
written, using (6), as 

f(a)P(a, a', T) = !(a')p(a', a, T). (9) 

In this form the property of detailed balance is 
written for the stationary ensemble (equilibrium) 
quantities. If, however, a system not in equilibrium 
has been found by measurement to be in a epecified 
state a at a given initial time to, then it can be shown 
that its conditional probability density is equal to 
the equilibrium quantity, i.e., 
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Pea, to; a', to + T) = Pea, a', T). (10) 

This relation between a nonequilibrium and an 
equilibrium quantity is only true for t = to, and 
not for all times. 

A direct corollary of (8) or (9) can be obtained by 
introducing the time-correlation matrix Rik which 
is defined as the expectation value of ai(t)ak(t + T) 
in the stationary ensemble. It can also be written as 

Rik = II aia~f(a, a', T) da da' (i, k = 1,2, ... ,n), 

(11) 

where we have used the joint probability density 
f(a, a', T). Then it follows from detailed balancing 
(8) that 

(i, k = 1,2, ... ,n). (12) 

On sager used this equality as a starting point, 
and called it the principle of microscopic reversibility. 

The proof of the property of detailed balancing 
(9) from time reversal invariance (4) was first given 
by Wigner,4 who used classical statistical mechanics. 
It can also be obtained if the motion of the particles 
is governed by quantum-mechanicallaws.5

•
6 

Let us now make a few additional remarks on 
the preceding. 

1. The property of time-reversal invariance of 
the microscopic motion, i.e., the invariance of H 
under the operation t ~ -t, was the fundamental 
symmetry which lead to detailed balancing. One 
might alternatively call this property "invariance 
under reversal of the motion," because it means, 
classically, that if one were to reverse all velocities, 
all particles would retrace their former paths; (a 
similar statement could be made in quantum me­
chanics). In this way, the wording is such that one 
could, at least in principle, perform the reversal 
operation, which is not the case for t ~ -t. 

2. In the usual irreversible phenomena the 
systems consist of particles which have "molecular" 
interaction, i.e., one must deal ultimately with a 
system consisting of an electromagnetic field in 
interaction with electrons and nuclei. The time-re­
versal invariance of the equations of motion for 
such systems is well established. In recent years 
much attention has been paid to time reversal, and 
the other noncontinuous symmetry operations in 
nuclear phenomena, especially in view of the non-

, E. P. Wigner, J. Chern. Phys. 22, 1912 (1954). 
& N. G. van Kampen, PhyslCa 20, 603 (1954); Fortschr. 

Physik 4, 405 (1956). 
I J. Vlieger, P. Mazur, and S. R. de Groot, Physica 27, 

353, 957, 974 (1961). 

conservation of parity in weak interaction. It seems 
today that in both strong and weak interactions, 
time-reversal invariance is valid. If nuclear forces 
really influence irreversible phenomena, then it might 
be reassuring to know that at least the foundation 
of the Onsager relations, namely time-reversal in­
variance, is still valid in such cases. 

3.1f an external magnetic fieldB acts on the system, 
the Hamiltonian will only be invariant for time 
reversal if one includes reversal of the magnetic 
field B in this operation. (Similarly one must reverse 
the angular velocity vector if the system is subjected 
to Corio lis forces.) One derives then, along the same 
lines as before, 

f(a)P(a, a', T,B) = f(a')P(a', a, T, -B), (13) 

instead of (9). 
4. Casimir7 remarked in 1945 that it may occur 

that one needs for the macroscopic description of the 
system not only variables a, which are even functions 
of the particle velocities, but also variables {3, which 
are odd functions of the particle velocities (e.g., 
momentum densities). Then time-reversal invariance 
leads to a form 

f(a, b)P(a, b, a', b' , T) 

= f(a', b')P(a', - b', a, - b, T) (14) 

for detailed balancing, where band b' indicate values 
of (3, just as a and a' indicated values of a. 

B. Linear Laws 

In order to find the effect of microscopic reversi­
bility on the macroscopic properties of irreversible 
phenomena, one must make a statement about the 
time behavior of the "coarse-grained" variables a 
and b introduced above. In particular, it is now 
postulated that the conditional averages aCt) obey 
linear first-order differential equations of the form 

di(t) = - .L M ikak(t) (i = 1, 2, ... ,n), (15) 
Ie 

where the conditional averages are defined by 

ai(t) = I aiP(aO, a, t) da (i = 1,2, ... ,n), (16) 

and M'k is a matrix of phenomenological coefficients 
(which are independent of time). The conditional 
probability P(ao, a, t) refers to a nonstationary 
ensemble, which corresponds to a system which at 
time t = 0, is in a specified state ao, as indicated by 
measurement. This nonstationary probability den-

7 H. B. G. Casimir, Rev. Mod. Phys. 17,343 (1945). 
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sity is, according to (10), identical with the station­
ary probability density. 

Before investigating the influence of microscopic 
reversibility on the properties of the linear laws 
(15), we must specify how these laws are related to 
the phenomenological laws mentioned in the begin­
ning, and which were written as 

(i = 1,2, ... ,n). (17) 

This can be achieved in the following way: The 
deviation of the value of the entropy Sea) = 
k In tea) + const. from its maximum value will be 
a quadratic expression in the ai, which can be 
written as 

fj.S = -! :E gihaka., 
ik 

(18) 

where the gik are certain equilibrium properties 
(second derivatives of S with respect to the ai)' 
If we now define the fluxes J i as the time derivatives 
of ai, and the forces Xi as linear combinations of the 
ai in the following fashion: 

J i = iii, (19) 

then the regression laws [Eq. (15)1 take the form 
of Eq. (17) with 

(20) 

In this way the connection of the linear laws with 
thermodynamics is established, and a prescription 
is given for finding the proper thermodynamic forces 
Xi conjugate to the ai variables. One of the problems 
of nonequilibrium thermodynamics is precisely to 
arrive at a proper form of the linear laws (17) for 
which the Onsager relations will be valid. 

Now from (10), and (15)-(20), and statistical me­
chanics, it can be shown that the phenomenological 
coefficients Lik are directly related to the correla­
tion matrix Rik (11) in the following way: 

L - _k-1 l' aRk; 
ik - 1m !it ' '_0 u 

(21) 

where k is Boltzmann's constant. From detailed 
balancing in the form R.k = Rki (12) the Onsager 
relations 

(i, k = 1,2, ... ,n) (22) 

now follow immediately. A number of remarks on 
this derivation can be made. 

1. It is known empirically that linear laws of the 
form (15) are valid for a large class of irreversible 
phenomena, if the initial values ao lie in the macro-

scopic region, i.e., far outside the region of average 
equilibrium fluctuations. In the course of the deriva­
tion however the regression law (15) is assumed to 
hold also for small values of ao, i.e.,for values lying 
in the region of equilibrium fluctuations, since the 
main contributions to Rik are due to small values of 
ao. This assumption is in agreement, for instance, 
with Svedberg's and Westgren's experiments on 
colloid statistics. Their results show that the 
average behavior of density fluctuations is in perfect 
agreement with the macroscopic law of diffusion. 

2. The derivation of the Onsager relations is 
based solely on microscopic reversibility and in the 
assumption of the validity of linear regression laws. 
The problem of establishing these linear laws from 
first principles is not approached here, and the 
existence of irreversible behavior is taken for 
granted. 

3. If an external magnetic field acts on the 
system, we have the expression (13) for the property 
of detailed balancing. This leads to Onsager rela­
tions of the form 

(23) 

instead of (22). 
4. If odd variables (3 must be taken into account, 

we have formula (14) for detailed balancing. We 
then obtain reciprocal relations in Casimir's form, 
which show a minus sign on one side of the equality, 
if an a-variable i is coupled with a (3-variable k. 
For the coupling of two a variables or of two (3 
variables, (22) or (23) remains valid. 

5. Macroscopic equations describing irreversible 
phenomena are often partial differential equations 
containing derivatives of state variables with respect 
to space coordinates. This is, in particular, the case 
for vectorial phenomena such as heat conduction, 
diffusion and electric conduction, and also for 
tensorial phenomena such as viscous flow. The point 
is namely that for such phenomena, the fluxes are 
not direct time derivatives of state variables, as is 
required in the proof of the Onsager relations. 
Casimir7 was the first to show how one can cast 
the macroscopic equations for these phenomena into 
the form (15) or (17), in order to find the proper 
Onsager relations. Subsequently one can then find 
the effect of these Onsager relations on the properties 
of the measurable phenomenological coefficients 
which occur in the differential equations. It may be 
stressed that this program has been worked out 
for all irreversible processes. In particular formulas 
of the type (15), (18), and (19) have been given 
either explicitly (for instance for heat conduction, 
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diffusion and electric conduction) or in such a form 
that it is immediately clear how these expressions 
are to be obtained.s 

6. If independent state variables other than the 
set ai, occurring in (IS) are chosen, one can of course 
derive Onsager relations in exactly the same way. 
One method of obtaining a new set of independent­
state variables is to take linear combinations of the 
original variables. 

7. The phenomenological equations may be of a 
more general type than (15) in still another way than 
that discussed above in the fifth point. This is the 
case in systems in which some properties (described 
by the variables ai) respond to external driving 
forces Fi • We can now study the influence of micro­
scopic reversibility without making assumptions on 
the mean regression of fluctuations. Let us assume 
that the Hamiltonian is of the form 

H(rpt) = Ho(rp) - L ai(rp)Fi(t) , (24) 

where Ho is the Hamiltonian of the system in the 
absence of driving forces. If one supposes that at 
t = - CXJ the system was in equilibrium before the 
forces F i were switched on, then one can derive 
from (24) and statistical mechanics for the linear 
response of ai to the forces 

where, for macroscopic systems) 

Kik(r) = 0 

Kik(r) = -(kT)-1 fJRk;/iJr 

(r < 0), 

(r 2:: 0), 

a matrix which fulfills a causality condition. 

(26) 

The microscopic reversibility property, [Eq. (12)] 
leads here to the following symmetry property for 
the Fourier transform Kik(W) of Kik(r), namely 

(27) 

which constitutes a generalization9 of the Onsager 
relations for the laws (25). These laws are themselves 
more general than the laws (15). (If magnetic fields 
and odd variables play a role, then modifications 
similar to those discussed before are necessary.) 

One can also derive for this system a connection 
between the equilibrium correlation matrix Rik(r) 

8 Reference 7; Chap. VI, Sec. 4 of the first book of the 
Bibliography and papers quoted therein. 

9 H. B. Callen and R. F. Greene, Phys. Rev. 86, 702 (1952). 
R. F. Greene and H. B. Callen, Phys. Rev. 88, 1387 (1952). 
H. B. Callen, M. L. Barash, and J. L. Jackson, Phys. Rev. 
88, 1382 (1952). R. Kubo, Lectures Boulder Summer School, 
(1958). 

and the imaginary part K~~(W) of Kik: 

kT fa> K~'(W) Rik ( r) = - CP cos wr -- dw. 
~ _~ W 

(2S) 

This formula represents the fluctuation dissipation 
theorem, due to Callen and Greene, and discussed 
also by Kubo. 9 It connects the correlation function 
matrix Rik' which characterizes the time behavior 
of fluctuations in an equilibrium system, to the 
imaginary part K~~(W) of the "susceptibility" matrix, 
which is a measure for the dissipation of energy in 
the system. 

S. Finally we remark that linear laws of the type 
(15) or (17) can only hold on a "macroscopic" time 
scale, i.e., for times larger than some characteristic 
microscopic time ro (but still small compared to the 
relaxation time M~l). Indeed, the limit in formula 
(21), which for a single a variable is equal to the 
microcanonical average of aa, would vanish due to 
the stationarity of the microcanonical ensemble. 
However for sufficiently long times, where the limit 
discussed is to be considered as difference quotient 
instead of a differential quotient, one obtains a 
finite result for (21). Regression laws of the type 
(15) or (17) can then hold. 

III. THE CONSERVATION AND BALANCE EQUATIONS 

A second main line in the development of non­
equilibrium thermodynamics is the "field theo­
retical" formulation of the laws of thermodynamics. 
Indeed in nonequilibrium situations, the state 
variables are field quantities in the sense that they 
are continuous functions of space coordinates and 
of time. One must formulate the basic equations 
of the theory in such a way that they contain quanti­
ties referring to a single point in space at one time, 
i.e., in the form of local equations. This should be 
done in the first place for the various conservation 
laws of mass, momentum, angular momentum, and 
energy. Then if one uses these results along with the 
thermodynamic Gibbs relation-which connects the 
rate of change of entropy in each mass element to 
the rate of change of energy, the rate of change of 
composition etc.--one can establish a balance equa­
tion for the entropy. This balance equation expresses 
the fact that the entropy of a volume element 
changes with time for two reasons. First it changes 
because entropy flows into the volume element, 
second because there is an entropy source due to 
irreversible phenomena inside the volume element. 
This is the local formulation of the second law of 
thermodynamics. It is found that the entropy source 
is a sum of products of fluxes and thermodynamic 
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forces, the latter being related to the non uniformity 
of the system or to the deviations of some internal 
state variable from its equilibrium value. The 
entropy source strength can thus serve as a basis for 
the systematic description of irreversible processes 
occurring in a system. 

While several authors, beginning with Clausius, 
had attempted to obtain entropy balance equations, 
a systematic treatment along the lines just mentioned 
was completed in the early forties by Meixner lO 

and by Prigogine,11 whose work will be discussed 
in the next section. 

Just as was done for the Onsager relations in the 
preceding section, one can discuss the microscopic 
basis for the second law of thermodynamics outside 
equilibrium. This discussion has mainly been per­
formed for two models, in both of which the ir­
reversibility itself is already contained in the funda­
mental equations, viz., the Gaussian Markoff process 
and the kinetic theory of gases. Onsager and Mach­
lup12 contributed to the study of the first model, 
while Prigogine13 started to derive the thermody­
namic laws from the kinetic theory of gases. It is 
possible to justify the use of the second law outside 
equilibrium in both cases. In particular, it can be 
proven that for macroscopic initial states, both the 
Boltzmann and the Gibbs definitions of entropy 
lead to the macroscopic entropy law 

I1S = -! L gi,jiiCt.k (29) 
ik 

for the Gaussian Markoff process. Such a law, and 
incidentally, also the Onsager relations, may be 
derived from the kinetic theory of gases. 

IV. THERMODYNAMICS OF IRREVERSIBLE 
PROCESSES 

A consistent phenomenological theory of irre­
versible processes incorporating both Onsager's 
reciprocity theorem and the explicit calculation of 
the entropy source strength was set up first by 
Meixner10 and by Prigogine.11 Thus, by the system­
atic amalgamation of the two lines of develop­
ment treated in Secs. I and II, a new field of "thermo­
dynamics of irreversible processes" was created. The 
set of conservation laws, together with the entropy 
balance equation and the equations of state, must 

10 J. Meixner, Ann. Physik 39,333 (1941); 41 409 (1942); 
43,244 (1943); Z. Physik. Chern. (Frankfort) B 53, 235 (1943). 

11 I. Prigogine, Etude thermodynamique de8 phenomenes 
irrweT8ible8, (Dunod, Paris, and Desoer, Liege, Belgium, 
1947); see also Bibliography. 

11 L. Onsager and S. Machlup, Phys. Rev. 91, 1505 (1953). 
S. Machlup and L. Onsager, Phys. Rev. 91, 1512 (1953). 

,. I. Prigogine, Physica IS, 272 (1949). 

be supplemented by the linear laws which relate 
the fluxes and thermodynamic forces appearing in 
the entropy source strength. One then has at one's 
disposal, a complete set of partial differential equa­
tions for the state parameters of a system, which 
may be solved with the proper initial and boundary 
conditions. 

It is one of the main aims of nonequilibrium ther­
modynamics to study the physical consequences 
of the Onsager reciprocal relations in applications 
of the theory to various physical situations. In 
addition to the reciprocity theorem, possible spatial 
symmetries of the system may further simplify the 
scheme of phenomenological coefficients. This re­
duction of the number of independent coefficients, 
which results from invariance under special ortho­
gonal transformations, goes under the name of the 
Curie principle, but should more appropriately be 
called Curie's theorem. Pierre Curie14 devotes only 
a few lines to his statement, which make apparent 
however, that he clearly understood the basis of 
his theorem. An explicit proof can be given by 
performing the relevant orthogonal transformations, 
as mentioned above. It is then possible to find out, 
for systems with arbitrary symmetry elements, which 
fluxes are coupled to which thermodynamic forces. 

There are a few additional theorems of nonequilib­
rium thermodynamics which determine the trans­
formations of fluxes and thermodynamic forces 
under which the Onsager relations remain valid, 
and other theorems which determine the special 
properties of the entropy source strength at me­
chanical equilibrium and in nonequilibrium station­
ary states. 

The theory has found a great variety of applica­
tions in physics and chemistry, which can be clas­
sified according to their tensorial character. First, 
one has scalar phenomena. These include chemical 
reactions and structural relaxation phenomena. On­
sager relations are of help in this case, in solving the 
set of ordinary differential equations which describe 
the simultaneous relaxation of a great number of 
variables. A second group of phenomena is formed 
by vectorial processes, such as heat conduction, 
diffusion and their cross effects (e.g., thermal dif­
fusion). (Recently, Onsager relations were found 
experimentally for ternary diffusion in a very non­
ideal system.) Viscous phenomena (shear, bulk and 
rotational viscosity) and the theory of sound ab­
sorption and dispersion have been consistently de­
veloped within the framework of nonequilibrium 

If P. Curie, Oeuvres (Gauthier-Villars, Paris, 1908) p. 129. 
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thennodynamics.15 Completely new aspects arise 
when an electromagnetic field acts on a material 
system. Then the continuity laws for electromagnetic 
energy and momentum must also be taken into 
account. Applications include electric conduc­
tion, thermomagnetic and galvanomagnetic effects, 
electro-kinetic processes, effects in polarized media 
(e.g., the problem of ponderomotive forces). A great 
number of membrane and similar effects have also 
been studied. 
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Onsager-Casimir Reciprocal Relations 
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Electrical networks furnish an excellent example for the application of thermodynamics of irrevers­
ible processes. In particular, they provide one of the simplest cases where, besides Onsager coefficients, 
one has Casimir coefficients in the phenomenological equations. Two thermodynamic formulations 
of the network equations are given, which closely resemble the Lagrangian and the Hamiltonian 
formalism, respectively, of classical mechanics. In the first formulation, only Onsager coefficients 
occur, but the thermodynamic forces are of a peculiar type in that they are Lagrangian derivatives. 
Incidentally, it is shown that Casimir reciprocal relations can generally be replaced by Onsager 
reciprocal relations if the independent variables in the linear phenomenological relations are chosen 
in a proper way. As a generalization of the network equations, Maxwell's equations in continuous 
matter with dielectric, magnetic, and Joulean heat losses are considered. Matter is assumed to be 
isothermal, but not necessarily uniform nor isotropic. Under the influence of impressed electric fields, 
current distributions are produced. The connection of these fields is expressed by a generalized 
admittance function. A well-known reciprocity theorem for electromagnetic fields is seen to hold 
even if all types of losses, as mentioned before, are present. This is due to the Onsager-Casimir 
reciprocal relations for the dielectric tensor, the permeability tensor, and the resistivity tensor. 
From the reciprocity theorem, a symmetry relation can be derived for the generalized admittance 
function. A generalized version is given in the presence of a static magnetic field. 

1. INTRODUCTION 

OUR first objective is to give a simple example 
in which Onsager and Casimir reciprocal rela­

tions (OCRR) occur in a natural way. This is 
achieved by considering electrical networks as iso­
thermal thermodynamic systems. The OCRR are 
here a simple consequence of well-known results in 
network theory and there is no need to take recourse 
to fluctuation theory for their derivation. 

Electrical networks are then considered as special 
cases of arbitrary electromagnetic fields with con­
tinuously distributed impressed electrical fields. 
Besides the Joulean heat, we also admit dielectric 
and magnetic losses. 

It can be shown that the symmetry of the im­
pedance function is a consequence of a reciprocity 
theorem of Maxwell's theory which in turn, in the 
general case considered here, is a consequence of 

FIG. 1. The electrical network. 

the OCRR. This gives a particular justification 
for the word "reciprocal" in the OCRR. 

2. A SIMPLE NETWORK 

We consider, at first, a special electrical network 
as depicted in Fig. 1. The various quantities are 
readily read off from the figure. The system is 
assumed to be isothermal at constant temperature T. 
Then the free energy is 

f = !Q2/C1 + tcQ - q)2/C2 + tLi2
• (2.1) 

The quantities Q and q are the integrals of the 
respective currents Q and q. They may be normalized 
to zero for t --t - 0) • We think of the network as 
enclosed in a "black box." Then Q is an external 
variable, q is an even and i an odd internal variable. 
The differential of the free energy is 

dt = u dQ - A dq - B di, (2.2) 
where 

u = Q/C1 + (Q - q)/C2 , 

A = (Q - q)/Cz, B = -Li. (2.3) 

Obviously, the coefficients u, A, B are to be inter­
preted as the voltage applied to the network, as 
the voltage across the capacitance Cz, and as the 
magnetic flll.'( in the inductance L. 

The energy dissipation 2l) (T times the rate of 
entropy production) can be written in two ways. 
From the energy law we obtain 

25) = Qu - df/dt = Aq + Bi, (2.4) 
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and by inspection of the figure results, 

2;,0 = Rlq2 + Rz(g - {/. (2.5) 

The quantity ;,0 itself is called the dissipation 
function. 

In equilibrium, A and B are zero as well as q 
and i. The energy dissipation (2.4) has, therefore, 
the properties required in thermodynamics of ir­
reversible processes and we can set up linear phe­
nomenological equations in the usual way. Since q 
is even, i odd, the Casimir relations apply and we 
obtain 

First Thermodynamic Formulation 

We introduce a Lagrangian function 

1 " " 
£(qi, gi' ui ) = -2 E E r,kq,q" 

i-I k=l 

1 " .. + 2- E E Likgiq" + 
i-I k=1 

and a dissipation function 

;,o(g,) = 21 t t R'kqig". 
i-I k-l 

Then Eqs. (3.1) can be rewritten as 

(3.3) 

(3.4) 

A = Cug + Cui, 

with 

(2.6) a£ d a£ aD 
(i = 1,2, '" ,n). (3.5) 

(2.7) 

Of course, these coefficients can be expressed in 
terms of the elements of the network. One finds 

Cll = R1 , Cu = L, Cn = -L, C22 = L'ZjR2 • (2.8) 

Thus, the Casimir relation is directly verified in 
this case. We remark that the dissipation function 
can also be written in terms of rates of the internal 
variables q and i; one obtains 

2;,0 = Rlq2 + (L2/Rz)iz• (2.9) 

3. GENERAL THERMODYNAMICS OF 
ELECTRICAL NETWORKS 

We restrict ourselves again to the isothermal case 
with the Joulean heat being removed immediately 
as it is generated. The general network equations 
for an electrical network with n independent meshes 
will be formulated without proof. The total im­
pressed voltages in the meshes are denoted by 
U" U2, •.. Un, the respective currents by iJ, i 2, ••. in, 

their time integrals by qI, q2, '" q", normalized to 
zero for t ~ - 00. The voltages are not applied 
before some instant to > - (x). Then we have (see, 
for instance, Guillemin1

) 

u.(t) = t fri"qk(t) + RagAt) + L'kQk(t)1. (3.1) 
k-l 

rik is the reciprocal of the element Cil' of the capaci­
tance matrix, Rik is the resistance matrix, and L,k 
the inductance matrix. The following symmetry 
relations are inferred from network analysis 

fik = f k., Rilt = R"" Lik = L"i' (3.2) 

These matrices have non-negative quadratic forms. 
We shall assume here, in particular, that det r ik :r" O. 
Then there exists an equilibrium with qk = 0 if 
arbitrary constant voltages are applied. 

1 E. A. Guillemin, Introductory Circuit Theory (John Wiley 
& Sons, Inc., New York, 1953), pp. 368-371. 

aq. - dt aq; = aq, 

Following Machlup and Onsager/l we define thermo­
dynamic forces or affinities by 

()£ d a£ 
A, = ()q, - dt aq, . (3.6) 

Then the energy dissipation can be expressed by 
virtue of (3.4), (3.5), and (3.6) as 

" a;,o " 
2;,0 = E qi ;-:- = E q,A i • (3.7) 

ta=l vqi i-I 

It again has the form of a sum of products of thermo­
dynamic forces and rates of change of charges. Both 
vanish in equilibrium and one expects phenomeno­
logical relations which express the Ai as linear 
functions of the qi' In fact, one obtains from (3.4), 
(3.5), and (3.6), 

" 
Ai = 2();,ojaq. = E Ri/,qk' (3.8) 

k-l 

In this thermodynamic description, only Onsager 
relations Rik = Rkl prevail, no Casimir coefficients 
being present. But it is to be said that the thermo­
dynamic forces (3.6) are of an unusual type. They 
contain in general the second derivatives of the 
variables q,. 

Second Thermodynamic Formulation 

One knows from Hamiltonian mechanics how one 
can transform from variables q, and their de­
rivatives (i; into two sets of independent variables 
which are, in mechanics, the coordinates and the 
canonically conjugate momenta. The same type of 
Legendre transformation can be applied here. We 
introduce the quantities 

<Pi = a£jag, = t LikCb, (3.9) 
k-1 

which are the magnetic fluxes through the inde­
pendent meshes and we assume that these equations 

2 S. Machlup and L. Onsager, Phys. Rev. 91, 1512 (1953). 
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can be solved for the q,; 

Then a Hamiltonian will be defined by 

X(q., tP" u,) = -.£ + t qitP. 
i-I 

with 

dX = t (t raq", - u,) dq, 
i-I ,1,-1 

+ ~ (i; LiktP",) dtP, - ~ q. du,. 

We denote the coefficients by 

(3.10) 

(3.11) 

(3.12) 

(3.13) 

They are the thermodynamic forces conjugate to 
the even variables q, and the odd variables ~" 
respectively. The rate of energy dissipation is again 
expressible in two ways: 

2:D = ~ Uiq, - (d/dt) ( X + ~ U,q,) 

t (A,q, + B i 4>,), (3.14) 
,-1 

(3.15) 

Linear phenomenological relations can now be 
written down. The coefficients connecting the A, 
with the q, and the B, with the tP. are Onsager 
coefficients; the coefficients connecting the A, with 
the tP. and the B; with the qi are Casimir coefficients. 
In fact, one obtains explicitly, from (3.5), (3.4), 
(3.10), and (3.11), 

" 
A, = -iJX/iJq, = E R.kq,. + ~" (3.16) 

k-1 

directly or via the reciprocity theorem of Maxwell's 
theory. 

One can also take the opposite point of view, 
disregard the dissipation function (3.4) and derive 
the symmetry of Ri/. from the Onsager-Casimir 
reciprocal relations. This is done by applying the 
method of thermodynamics of irreversible processes. 

The thermodynamic properties of the network are 
contained in the Lagrangian .£ or the Hamiltonian 
X and in Eqs. (3.6) or (3.13), respectively, which 
are derived therefrom. We assume det riA: = O. 
Then there exists an equilibrium state for constant 
values of the voltages. In this equilibrium state 
the affinities are zero. In the vicinity of the equilib­
rium we are permitted to set up linear phenomeno­
logical laws which connect the rates of change of 
the extensive variables qi, or q, and ~i linearly with 
the affinities A" or Ai and B

" 
respectively. We 

elaborate only on the case of the Hamilton formalism. 
Then the phenomenological laws can be written as 

" 
~i = E (-Sk,A" + r'kB,.). 

k~l 

(3.18) 

(3.19) 

Use is made here already of the Casimir reciprocal 
relations by having written - Ski for the coefficient 
of A" in the second equation. The Onsager reciprocal 
relations require 

(3.20) 

Now we take account of the special relations which 
prevail in the network under consideration. They 
are contained in (3.10) and in the second equation 
of (3.13), or 

ti. = -Bi • (3.21) 

By combining this with (3.18), we obtain the identity 

t [t.hAl; + (Slk + Oik)Bn ] = 0 (3.22) 
,1,-1 

B. = -iJX/iJtP, = - q,. (3.17) for arbitrary values of the A,. and Bk • From this 
we derive 

The original network equations (3.1) are regained 
if one eliminates the affinities Ai and B. from Eqs. 
(3.13), (3.14), and (3.17) and makes use of (3.9). 
It is remarkable that the energy dissipation comes 
only from the rates of the even variables, no ~, 

terms being contained in (3.17). 
We can summarize as follows: In the theory of 

electrical networks with lumped elements, the 
Onsager-Casimir reciprocal relations are an im­
mediate consequence of the symmetry of the 
resistance matrix Ro. which can be verified, either 

tik = 0, 

Sik = - 0,,.(= 0 for i ~ k, = -1 for i = k). (3.23) 

When we now eliminate the affinities Ak and B" 
from (3.18), (3.19), and (3.13), we arrive at Eqs. 
(3.1) with R.,. = riA;. Thus the symmetry of R i ,. is 
a consequence of (3.20). 

4. THE IMPEDANCE MATRIX 

We turn back to the general network equations 
(3.1) and assume that Um+l = U m +2 = ... = U" = o. 
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Then one can solve these equations for UI, U2, •.. u'" we can define an impedance matrix Zi~(P) such that 
in terms of ql, q'l, ... , q .. and their derivatives " 
only. The result can be formally written as YiCt) - Y: = P L Zik(P)[XkCt) - X~], (4.7) 

m 

Ui(t) = L: pZik(P)qk(t) (i = 1,2, ... ,n), (4.1) 
k-I 

where P denotes the operator 

P = d/dt. 
If, in particular, 

Ui(t) = u~ exp (pt), 

(4.2) 

(4.3) 

with P = PI + ip2, PI > 0, P2 real, then one has 
solutions 

qi(t) = q~ exp (Pt), (4.4) 

and P has the character of an ordinary quantity. 
The matrix Zik(P) is then called the impedance 
matrix of the 2m-terminal network. It has some 
general properties which have been known in net­
work theory for a long time. 

First of all, it is symmetric. This can be directly 
proved by network analysis and is traced back to 
the symmetry of the resistance matrix R ik ; hence, 
the symmetry of the impedance matrix Zik(P) is 
also a direct consequence of the Onsager reciprocal 
relations. Secondly, let ~i be any real numbers. 
Then the function 

~(P) = :t :t Zik(P)~i~k (4.5) 
i-I k~1 

has the following properties: 

1. rep) is a holomorphic function for Re P > 0; 
2. rep) is real for real positive P; 
3. rep) has positive real part for Re P > O. 

The proof uses only the inequality 

{...It: Ui(t)qi(t) dt ~ 0 (all values of T), (4.6) 

which holds for any network which was originally 
empty. If one inserts the Ui from the general equa­
tions (3.1) with U",+l = ... , = Un = 0, one recognizes 
that the condition (4.6) rests on two principles, 
the thermodynamic stability of the electrical net­
work (i.e., r ik and Lik are matrices with a non­
negative quadratic form) and on the positive value 
of the energy dissipation (Le., the matrix Rik has a 
non-negative quadratic form). 

These results are not restricted to electrical net­
works. If we consider linear thermodynamic systems 
with external variables Xi and Y i which remain 
close to their reference values X: and Y: corre­
sponding to a state of complete thermodynamic 
equilibrium and with even or odd variables or both, 

k-I 

with the general properties as expressed before, 
provided the variables Y i are of intensive character 
while the thermodynamically conjugate variables 
Xi are of extensive character.3 

Relaxation phenomena with small departures from 
thermodynamic equilibrium can be thermodynami­
cally described in this way. Impedance matrices 
with the above-named properties exist for the 
external thermodynamically conjugated variables. 
From this one concludes that the relaxation be­
havior can, to a large extent, be described by net­
work models. In the special case of one extensive 
and one intensive external variable and of a finite 
number of internal variables, there is possible, 
according to the theorem of Bott and Duffin,4 a 
general mapping onto 2-terminal networks. This is, 
in fact, the case of greatest interest. 

We want to add a remark on the expression of 
Casimir reciprocal relations by Onsager reciprocal 
relations. It is true that, for the derivation of the 
reciprocal relations, one has to consider the fluctua­
tions of extensive variables. Hence, the Casimir 
relations are by no means trivial and dispensable. 
But after they have been derived, one can express 
them formally by Onsager reciprocal relations. This 
is done in the following way. Denote by a the set 
of a variables, by ~ the set of /3 variables, the first 
ones being even, the others odd with respect to time 
reversal. Let the thermodynamically conjugate 
affinities be designated by A and B, respectively. 
Then the rate equations are 

da/dt = PuA + PI2B, (4.8) 

d~/dt = P21A + P'l2B, (4.9) 

with matrix coefficients Pik (i, k = 1,2). 
The Onsager reciprocal relations are 

Pu = PH, (4.10) 

while the Casimir reciprocal relations require 

(4.11) 

The energy dissipation (apart from a factor T, it is 
equal to the rate of entropy production) is 

25:> == l..·da/dt + B·d~/dt 
= l..·da/dt + d~/dt·B. (4.12) 

a J. Meixner and H. Reik, in Encyclopedia of PhY8ics 
(JuliuB Springer-Verlag, Berlin, 1959), Vol. III, Part 2 pp 
482-487. ' . 

4 R. Bott and R. J. Duffin, J. Appl. Phys. 20, 816 (1949). 
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Ordinarily, one writes the linear phenomenological 
equations by setting the rate factors equal to linear 
functions of the affinities. We observe that the 
affinities A are even and the affinities B odd with 
respect to time reversal. If now we write the rate 
equations in the form that the factors of the indi­
vidual terms which are odd with respect to time­
reversal are expressed as linear functions of those 
factors which are even with respect to time reversal, 
we obtain 

da/dt = quA + ql2 d~/dt, 

B = q21A + q22 d~/dt. 

(4.13) 

(4.14) 

It is clearly permissible to write the phenomeno­
logical equations in this way, provided the inverse 
of the matrix P22 in (4.9) exists. In fact, one derives 
from (4.8) and (4.9), Eqs. (4.13) and (4.14) with the 
following values of the coefficients 

(4.15) 

D, = EikEk + AaHk' 

Bi = PikEk + JlikHk, 

Ei + E~ = PikJk' 

(5.2) 

(5.3) 

(5.4) 

It is understood that a repeated suffix is a suffix of 
summation from 1 to 3. E~(XI' X2, Xa, t) is the im­
pressed electric-field strength. We admit that the 
coefficients Eik, Ai., etc. depend on the frequency in 
the harmonic case or on the operator P = d/dt 
in the general case which is equivalent to after-effect 
relations instead of (5.2), (5.3), and (5.4).5 

Then we shall expect that the impressed field 
determines the current distribution J . We express 
this relation formally by 

J = YE', (5.5) 

where Y is a linear operator of nonlocal and of after­
effect type. This means that J(XI X2 Xa t) depends 
on the values of E(xf x~ x~ t') at all points in space 
and at all times t' previous to t. Such operators can 
be written in the form 

From (4.10) and (4.11) one now concludes im- 1'" J 
mediately that Ji(P; t) = 0 ds Yik(P, Q;s)Ef,(Q; t - s) dTo, (5.6) 

(4.16) 

That is, all of the coefficients in (4.13) and (4.14) are 
Onsager coefficients. 

Theorem 1. If the entropy production is known 
as a bilinear form in the thermodynamic forces and 
fluxes (or rates), and if one writes the factors which 
are even with respect to time reversal as linear 
functions of the factors which are odd with respect 
to time reversal, the entity of phenomenological 
coefficients satisfy On sager reciprocal relations. 

5. MAXWELL'S EQUATIONS WITH 
ARBITRARY EXCITATION 

We consider an arbitrary continuous distribution 
of matter. Any motion of matter is excluded. Fur­
thermore, it is assumed that the system is isothermal 
and that the Joulean heat is somehow removed as 
it is generated. Though this might seem to be a 
serious restriction, it is not when we consider suffi­
ciently weak fields, because the development of 
Joulean heat is a second-order effect. 

Maxwell's equations are in the usual notation 

with P = (Xl X2 Xa), Q = (xf X~ xD. 
Let us now consider impressed fields of the form 

Ef,(Q, t) = ek(Q)efJt with P = PI + ip2, PI > O. (5.7) 

Then we obtain 

(5.8) 
with 

(5.9) 

where 

Yik(P, Q; p) = 10'" Y,k(P, Q; s)e-7J
• ds. (5.10) 

The matrix Yik(P, Q; p), which depends on a pair 
P, Q of points in space, will be called the generalized 
admittance. 

We take now two impressed fields E~I and E~II 
of the type (5.7) with the same value of p. Then, from 
Maxwell's equations, one obtains 

+ P[EiIDiJI - EmDiJ + HnBm - HmBnl 

+ V ·(E I X Hrr - En X HI)' (5.11) 
V X E = -H, V X H = D + ], 

(5.1) If integrated over the whole space, the last term 
v·n = p, V·B = O. gives a vanishing contribution, provided the im-

We assume the existence of linear constitutive pressed fields are restricted to a finite portion of 

equations 6 H. Konig and J. Meixner, Math. Nachr. 19, 265. (195.8). 
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space. Upon insertion of (5.2) and (5.3), and inte­
gration over the whole space, we obtain 

J [E~IJiII - E;IIJirl dT 

= J [(Pik - Pk.)JmJkI 

+ p[(Eik - Eki)E;rEkII 

+ (Aik - Vki)(E;rHkII - EmHkI) 

+ (f.Lik - f.Lk.)H;rHkII ] dT. 

Hence, we have the following theorem. 
Theorem 2. If 

then 

Eik(P) = Eki(P) , 

J.lik(P) = f.Lki(P) , 

Aik(P) = Vki(P) , 

Pik(P) = Pki(P) , 

J [E;IJiII - E~IIJ;r] dT = O. 

(5.12) 

(5.13) 

This is one of the reciprocity theorems of Max­
well's theory. Obviously, it is always satisfied if 
all the materials are isotropic and if the constitutive 
equations are not of nonlocal character. 

By inserting (5.9) we obtain 

(5.14) 

for arbitrary impressed fields. We rewrite this 
equation as 

x E~II(Q) dTp dTQ = O. (5.15) 

Since E~I and E;II are arbitrary, one has the next 
theorem. 

Theorem 3. If the reciprocity theorem (5.13) holds, 
the generalized admittance has the symmetry 
property 

~kW,Q;~ = ~iW,P;~. (5.16) 

Now the symmetry properties expressed in 
Theorem 2 can be proved from the thermodynamic 
theory of relaxation phenomena, provided the 
eventual dependence of the coefficients on a mag­
netic field can be neglected. They are a direct 
consequence of the Onsager-Casimir reciprocal 
relations.6 Hence, we have theorem 4. 

Theorem 4. The symmetry property (5.16) of the 

6 See reference 3. 

generalized admittance Y'k(P, Q, p), and hence the 
reciprocity theorem (5.13), are consequences of the 
Onsager-Casimir reciprocal relations, if the de­
pendence of the coefficients Eik etc. on the magnetic 
field can be neglected. 

Incidentally, we remark that the symmetry of 
the impedance and admittance matrices of a 2n­
terminal network is a special case of the symmetry 
property of the generalized admittance. 

Moreover, we should like to mention that the 
representations (5.6) and (5.9) can be derived from 
the inequality 

L" dt J J,(P, t)E~(P, t) dT ~ 0, (all values of 8) 
(5.17) 

which expresses the fact that, under the given con­
ditions, no energy can be extracted from the system 
if E;(P, t) = 0 for t < to, and J.(P, t) = 0 for 
t < to with some finite value of to.7 

There is also a generalization of the function rep) 
defined in (4.5). 

Theorem 5. Let e,(P) be any real vector field 
such that the following integral exists. Then the 
function 

is a positive real function, i.e., it shares with the 
function rep) in (4.5) the properties mentioned there. 

The proof goes along the same lines as the proof 
that is given for the analoguous property of the 
admittance function yep) in network theory. 

So far we have assumed that the magnetic field 
is sufficiently weak in order that the coefficients 
Eik etc. can be considered as practically independent 
of the magnetic field. If, in addition to the weak 
electromagnetic field described by the Maxwell equa­
tions (5.1) there is a constant magnetic field Ho, Bo 
present, then the generalized admittance depends 
also on the field of the magnetic induction Bo. 
Due to the Onsager-Casimir reciprocal relations for 
the Eik etc. in a magnetic field, one can derive the 
generalized result 

(5.19) 

The proof goes along the same lines as before with 
the modification that the current distribution J iII 
now refers to the reversed constant magnetic 
field -Bo. 

7 See reference 5 and also J. Batt and H. Konig, Arch. 
Math. 10, 273 (1959). 
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Theory of the Soret Effect in Electrolytic Solutions 
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The limiting law for the square-root concentration dependence of the heat of transport of a simple 
electrolyte is calculated by considering the Soret effect. The calculation is accomplished by relating 
the intermolecular forces arising from the temperature gradient in the nonuniform Soret stationary 
state to the equilibrium gradients of chemical potential required to maintain the same concentration 
gradients. The contribution arising from ion-ion interactions is identical with that determined by 
Helfand and Kirkwood from a consideration of heat flow accompanying diffusion. Hence, the present 
work provides a verification of the heat-matter reciprocal relation without explicitly invoking time­
reversal invariance. 

I. INTRODUCTION 

OF the numerous contributions of Lars Onsager 
to theoretical chemistry, his discussions of ir­

reversible processes in dilute electrolytic solutions 
and of the famous reciprocal relations are among 
those which have had the greatest impact on the 
scientific world. We therefore regard it as most 
appropriate, in this volume of tribute, that we make 
a contribution relating to both of these fields by 
explicitly calculating the limiting law for the heat 
of transport of dilute electrolytic solutions from the 
Soret effect, and verifying the heat-matter reciprocal 
relation. 

The general equations of transport may be derived 
readily from statistical mechanics, and transport 
parameters written in terms of nonequilibrium dis­
tribution functions. 1 It is often convenient to split 
a transport property into the sum of two terms, 
the first of which is related to equilibrium distri­
bution functions and the second of which contains 
nonequilibrium contributions. Ordinarily, the second 
term is rather difficult to evaluate. However, in the 
stationary state of thermal diffusion of a solution of 
a binary electrolyte, a symmetry condition causes 
the nonequilibrium contribution to the heat of 
transport to vanish. In this case, the calculation of 
the effect of interionic forces on the heat of trans­
port is a relatively simple matter. It is to this 
computation that we turn our attention. 

* The portion of this work carried out at the University 
of Kansas was supported in part by a grant from the U. S. 
Air Force. 

t John Simon Guggenheim Memorial Foundation Fellow. 
t Present address: Veterans Administration, Little Rock 

Hospital Division, Little Rock, Arkansas. 
1 R. J. Bearman and J. G. Kirkwood, J. Chern. Phys. 

28, 136 (1958). 

U. PHENOMENOLOGICAL THEORY 

Suppose that we have a simple electrolyte which 
dissociates completely into (+) positive ions and 
( -) negative ions in the solvent, 1. Consider that 
this electrochemical system is isobaric and is under­
going ordinary and thermal diffusion. 

There are a number of forms in which the linear 
laws relating the thermodynamic forces and fluxes 
may be written. The one most convenient for our 
theoretical discussion, as well as for experimental 
investigations, of heat-matter cross effects is2

•
3

: 

q = L: Q:ja + XT(-V In T), 
a 

a, f3 = 1, +, -, (2.2) 

where q is the heat flux and ja is the particle dif­
fusion flux. The flux ja is expressed in terms of the 
concentration of a, Ca , in particles per cc, and in 
terms of the average velocity relative to the center 
of mass velocity, U a - u, by 

ja = ca(u a - u). 

The isothermal gradient of total chemical potential 
V TJ1a is defined by the relations 

VJ1a = ViJ.a - Xa , (2.3) 

V
T 

= V - VT(ooT) ' (2.4) 
p.Z-r 

where iJ.a is the electrochemical potential per 

I H. Holtan, Jr., P. Mazur and S. R. DeGroot, Physica 
19, 1109 (1953). 

8 E. Helfand, J. Chern. Phys. 33, 319 (1960). 
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particle, X" is any nonelectrical external force on a,' 
and the partial temperature differentiation is per­
formed at constant pressure P and mole fractions X'Y' 

An Onsager reciprocal relation has already been 
employed, since the same symbol Q:-the heat of 
transport of species a-is used to relate both tem­
perature gradient to chemical potential gradient and 
heat flow to matter flow. The antisymmetry, rather 
than symmetry, between these two phenomenological 
coefficients is a result of using the ja's, which are 
antisymmetric in time, as independent variables.5 

Under conditions of vanishing net current density 

i = z+c+u+ + z_c_u_ = 0, (2.5) 

and electroneutrality 

(2.6) 

the positive and negative species have the same 
velocity; 

(2.7) 

We then need speak only of the properties of the 
solute, 8, notably the concentration 

(2.8) 

where II a is the number of moles of ion a per formula 
weight of solute; the diffusion flux 

j. = c.(u. - u), 

and the heat of transport 

Q~ = II+Q! + II_Q!. 

(2.9) 

(2.10) 

The electrochemical potential J.L. of the solute, in 
the presence only of electrical forces, is equal to 
the chemical potential, since the neutral salt ex­
periences no net force even with the electric field. 

The heat of transport Q~ is then measured either 
as the proportionality constant between heat flux 
and diffusion flux in an isothermal diffusion experi­
ment,2.3 

q = Q~j. + Q~jl' 
c.Q~ + CIQ~ = 0, 

mdl + m.j. = 0, 

(2.11) 

(2.12) 

perature gradient and chemical potential gradient 
when the Soret stationary state of zero diffusion 
flux is achieved in the absence of nonelectrical ex­
ternal fields, 

V T 
J.L. = -Q~V In T. (2.13) 

Equations (2.11) and (2.12) were employed by 
Helfand and Kirkwood6 to derive the limiting law 
for the concentration dependence of the heat of 
transport of an electrolyte. In this paper, we shall 
calculate the contribution of interionic forces to the 
limiting law for Q~ from arguments based on Eq. 
(2.13), the other aspect of the reciprocal relation. 

m. INTERIONIC FORCES 

In the usual models of electrolytic solutions, the 
solvent is viewed as a dielectric continuum with 
dielectric constant E(T, P). The potential between 
a pair of ions of types a and (3 is taken to be zaz~2 / Er 

where z" and zp represent signed charge numbers, 
e is the magnitude of the charge on the electron, 
and r is the distance separating the ions. In the Soret 
stationary state, however, the dielectric constant 
varies by virtue of the temperature gradient. One 
must therefore return to fundamentals and calculate 
the electrical potential at r2 near a point charge z",e 
at r l in a medium with dielectric constant E(r2) = 

E(rl) + r· V E, where r = r2 - rl. The Maxwell 
equation appropriate to the problem is 

(3.1) 

In order to avoid difficulties arising from the 
dielectric constant becoming infinite at large r, it is 
best to confine the dielectric to a region surrounding 
the charge, large compared to the distances r = Irl 
of interest, but small compared to distances Over 
which E changes significantly. The potential energy 
between an ion a at r l and {3 at r2 is then, from the 
solution of Eq. (3.1), to lowest order in V E and the 
reciprocal of the size of the box, 

and the force {3 exerts on a is 

or as the proportionality constant between the tem- F POI = - V., V ap = - (zaZ~2 / E(rl )?) 

4 The electrochemical potential is equal to the Bum of 
the chemical and electrical potentials. For the purposes 
of this paper we never find it necessary to separate these two 
parts. Thus, for notational simpl~city, we. d? nO.t introduce 
additional symbols, such as the pnme, to dIstmgUIsh between 
the electrochemical potential and the chemical part. The 
somewhat arbitrary distinction between el~ctrical and. other 
forces is made here, for the sake of convemence later m the 
paper. 

6 H. B. G. Casimir, Rev. Mod. Phys. 17, 343 (1945). 

X [e. - !r(e.e. + 1). V In EJ, (3.3) 

where e. is a unit vector in the r direction and 1 
is the unit tensor. 

Equation (3.2) may also be arrived at by a sym-
6 E. Helfand and J. G. Kirkwood, J. Chem. Phys. 32, 

857 (1960); in this reference the more general problem of 
mixed electrolytes is treated. 



                                                                                                                                    

162 HELFAND, BEARMAN AND VAIDHYANATHAN 

metry argument. Since Vail must be symmetric with 
respect to interchange of the ions a and {3 (a conse­
quence of Newton's third law), it has the form 

Vail = ZaZile2/[e(rl) + E(r2)]r + a term 

symmetric in r l and r2 and linear 

in VE + O(V2E) + O(Ve)2. (3.4) 

The only vector, other than V E, out of which the 
second term on the right-hand side may be com­
posed is r, so that this term must have the form 
w(r)r· V E which is odd in rl and r2 unless w = O. 
Thus to lowest order in V E, Eq. (3.4) is identical 
with Eq. (3.2). 

IV. AVERAGE INTERIONIC FORCES 
IN THE SORET STATIONARY STATE 

The limiting laws for the properties of strong 
electrolytes are composed of an infinite dilution 
term, containing the effect of ion-solvent interaction, 
and a term proportional to the square root of the 
concentration (or equivalently, proportional to K, 

the inverse Debye length). Only the contributions 
to the latter term arising from interionic forces will 
be calculated here. 

The principle behind the present derivation is 
that the forces and differential stresses on an ion 
must be balanced in the stationary state. The calcula­
tion begins with the partial hydrodynamic equation 
of motion for ions of type a. This equation was first 
derived by Bearman and Kirkwoodl by mUltiplica­
tion of Liouville's equation by the momentum of 
one of the particles of a, followed by integration over 
all momenta and over the positions of all the particles 
except the one of interest. Their result is 

8(macau a)/at = -V(cakT) + caFa + caXa, (4.1) 

= 0 in the stationary state. (4.2) 

The time is t, the Boltzmann constant is k, the mass 
of a is mOl, and Xa is the external force. 

The average intermolecular force on a particle of 
species a, Fa, may be written as the sum of forces 
due to each species present: 

Fa = 1: F-ya + Fla , (4.3) 

caF-ya(rl) = f F-ya(rl,r)c~2;(rl,r)d3r. (4.4) 

We write the pair concentration C~2; in the sym­
metrized form I: 

c~2;(rl,r) = ![c~2;(rl,r) + c~2~(r2' -r)], 

= ![c~2;(rl' r) + c~2~(rl' -r)] 

+ !r· V~:)Ca-y(rl' -r), 

(4.5) 

(4.6) 

where V;:) indicates a gradient taken with respect 
to r l at constant r. Inserting the forces F-ya found 
in the previous section and changing the variable 
of integration from r to - r when necessary, enables 
us to write F 'Y a , to first order in gradients, as the 
sum of three terms: 

caF-ya = V·(d-ya)y + caFt", + caFt:. (4.7) 

Here, 

(4.8) 

is a potential energy contribution to the partial 
stress tensor. Note that in Eq. (4.1) one also has the 
kinetic contribution to the partial stress tensor; 
i.e., -ca kT1. In the absence of even tensorial per­
turbations, only the equilibrium part of the pair 
concentration, to be defined below, can contribute 
to dv• The nonequilibrium pair space distribution 
makes its contribution in the term 

F* -1. f e za
ZyC

2 

Col -ya = 2 ' E(r
l
)r2 

X [c~2;(rl' r) - c~2~(rl' r)] dar. (4.9) 

These first two terms are quite similar to those ob­
tained by Bearman7 and Bearman and Kirkwoodl 

in their study of nonelectrolytes. For electrolytes an 
additional contribution, arising from the dielectric 
approximation, discussed in the previous section, is 

F** - 1. f Za
Z yC

2 

(2)( ) d3 I -ya - 2 E(rl)rCa-yrl,r rV nE. (4.10) 

Again, only the equilibrium distribution contributes, 
because this term is already linear in the gradients. 
Together with the d v, Ft: makes what has been 
termed8 quasi thermodynamic contributions to the 
heat of transport, since only averages over equilib­
rium distributions are involved. 

To clarify this division into quasi-equilibrium and 
perturbation terms, it is necessary to analyze the 
nature of the reference equilibrium state. Out of 
this discussion will also emerge the connection be­
tween the previous hydrodynamical equations and 
the phenomenological linear laws of Sec. II. Let us 
take the system from its original state to the refer­
ence state by a two step process. First, bring the 
system to a uniform temperature equal to that at r l, 

7~. J. Be~rman, J. Chern. Phys. 30, 835 (1959). The 
notatIOn of thIS reference and footnote reference 1 has been 
slig~tly changed and simpli~ed in the present paper. 

R. J. Bearman, J. G. Kirkwood, and M. Fixman Advan. 
Chern. Phys. 1, 1 (1958). ' 
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leaving the local thermodynamic properties at r 1 

unchanged. This does not completely specify the 
new local diffusive flow pattern which remains in­
determinate until two additional gradients are fixed.9 

It might be supposed that we could simply assert 
that all gradients except that of temperature are the 
same as in the original system. That, however, would 
violate the principle of local equilibrium in neigh­
boring regions. To clarify, consider the variables 
pertinent to the present problem: temperature, pres­
sure, and the concentrations of solvent and solute. 
By the assumption of local equilibrium, we may 
write 

(4.11) 

where ~ is the coefficient of thermal expansion, ~' 
is the coefficient of isothermal compressibility, and 
Va is the partial molecular volume of species a. 

Equation (4.11) holds both in the original state 
and in the new isothermal state. In the latter case, 
it takes the form 

(4.12) 

It follows from Eqs. (4.11) and (4.12) that only two 
of the three gradients in Eq. (4.12) can be the same 
as in the original state. In the present instance, we 
shall find it convenient to specify that the two 
gradients of concentration are the same and thus 
that the gradient of pressure differs. This may be 
indicated by writing V(O)Ca=VC a and ViOl P~VP, 

where the superscript 0 signifies that the system is 
in the reference state, and the right-hand sides of 
these equations are gradients in the So ret stationary 
state. 

It remains for us to bring the system to a state 
of complete equilibrium. This is accomplished in the 
second stage of the production of the reference state: 
the invoking of hypothetical forces which act 
selectively on the constituents.1o These forces, X~O), 
are adjusted to balance the gradients of chemical 
potential, so that the gradients of total potential 
vanish, 

(4.13) 

What is the relation of the gradient V T J.l.a, which 
enters into the linear laws, [Eq. (2.1)] to the gradient 
V (0 I J.I. a? Both are isothermal, but, whereas the 
former is under conditions of specified pressure and 

• R. J. Bearman, J. Chern. Phys. 28, 662 (1958). 
10 The use of such forces in the present connection dates 

back at least as far as J. W. Gibbs, Collected Works (Yale 
University Press, New Haven, 1948), Vol. 1, p. 429. 

mole-fraction gradients [cf. Eq. (2.4)], the latter 
is under conditions of specified concentration 
gradients. Thus they are related by 

V<OIJ.l.a ;:; VJ.l.a - (aJ.l.a/aT)c •. c.VT, 

= VTJ.l.a - (va~/~/)VT. 

(4.14) 

(4.15) 

Next, we specialize the hydrodynamic equation, 
[Eq. (4.1)J, to this equilibrium state, inserting Eq. 
(4.13) for the external force: 

-kTVca + caF~O) + Ca VT J.l.a 

- (va{3/~/)VT = 0, (4.16) 

where F~O) is the average intermolecular force on an 
ion of species a under the reference conditions. 

Subtracting Eq. (4.16) from Eq. (4.2) yields the 
required statistical mechanical form of the phe­
nomenologicallinear law [Eq. (2.13)J, 

(4.17) 

(4.18) 

Some of the terms of F~l) involve the difference 
of gradients in the Soret stationary state and the 
reference state. This difference is equivalent to 
[c.f. Eq. (4.14)J: 

(4.19) 

The single-star part of F~l), defined by Eq. (4.9), 
may be simplified by formally writing the pair 
concentration in the form 

(4.20) 

and dividing the pair correlation function g" 'Y into 
a reference equilibrium part and a perturbation 
implicitly proportional to the gradient of T, 

(4.21) 

I t remains only to perform the necessary inte­
grals to complete the derivation of the heat of 
transport. 

V. THE HEAT OF TRANSPORT 

In order to find the heat of transport of a simple 
electrolyte, one must write all of the terms in Eq. 
(4.17) for 

a-+,-

in a form proportional to V In T. Using Eqs. 
(4.19-21) and the definition of F~ll, we have 
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VTP,. = L: (v,.jc",)[a(o«y)v!a In Tl ... c,·V In T 

x (a In e/a In T) ... c, V In T 

+ 2: v,;va(TP/[j')V In T 
«-+.-

L: v"kTV In T 

+ t L: V"Cy 
a."Y-+.-

+ .2: v"Fil~ = -Q~V In T. (5.1) 
€r=+,-

Similar to most properties of dilute electrolytes, 
the heat of transport is given by its infinite dilution 
value plus a term proportional to the inverse Debye 
length, K, that is, proportional to e!. Thus we may 
write 

(5.2) 

where 
2 

2 _ A __ 2 ~~. 

K -":t'Ift; L:: ekT (5.3) 

In order to calculate the limiting slope S(Q~) let us 
examine the lowest-order K dependence of each of 
the terms on the right-hand side of Eq. (5.1). 

In the first term, the stresses due to ion-ion 
interaction, (d"yh, may be evaluated using the 
Debye-Huckellinearized radial distribution function 

(Jay = 1 - (zazyl/ekT)(e-" Ir). (5.4) 

One obtains 

1st term = -[ ~V~2~ J 
X [1 + 3(a IlnTe) JV In T. (5.5) a n ... c, 

In evaluating this term, the "l" on the right hand 
side of Eq. (5.4) gives rise to the integral I~ r dr, 
but this divergent term is multiplied by L:y c"(Zy 
which vanishes by electroneutrality. 

In like fashion, the second term, arising from the 
greater dielectric shielding on the cold, rather than 
hot side of an ion equals 

~ [v,.z!eKJ(o In E) 2nd term = - "-' -2 - 0 In T . 
a E Ct.,C. 

(5.6) 

The partial molecular volume entering into the 

third term, which arose from the difference between 
the gradient of chemical potential in the standard 
state and in the Soret stationary state, may be 
evaluated from the Debye-Huckel equilibrium 
theory: 

'" _ _ (ap,,) "f:t.- v"v'" =:! V. = ap T.", 

P,. = p,~(T, P) + vkT In x,f., 

vkT In f. = - L: v,.z!lKI2t, 
" 

_ = _0 + ('" V"Z!lK) 
V. V. ~ 4e 

X [3(~) - [j/J. (5.7) 
ap T.", 

The fourth term, which enters through the kinetic 
portion of the partial stress, contributes only to the 
infinite-dilution part of the heat of transport. 

The integral in the fifth term, representing the 
forces due to the asymmetry of the ion atmospheres, 
can be calculated, in general, only by a more de­
tailed theory, which is now under investigation. 
However, in the case of the calculation of this 
paper, namely, the heat of transport of a simple 
electrolyte, the term vanishes by a simple sym­
metry argument. Since c" = VaC" the summand 
is obviously antisymmetric with respect to inter­
change of a and 1', and the sum over both a and l' 
vanishes. 11 

The final term, representing the contribution of 
ion-solvent forces other than those accounted for 
by the dielectric approximation, is the most difficult 
to discuss. Helfand and Kirkwood6 estimated the 
term by an argument in the spirit of the calculation 
of the electrophoretic contribution to the equivalent 
conductance, but the derivation had certain un­
satisfactory features. They found, however, that the 
term vanishes if the ionic mobilities are identical 
and appears to make only negligible contributions 
to the limiting slope of many 1:1 electrolytes. For 
the purposes of this article, we will attempt no 

11 It may be noted that in the calculation of Helfand 
and Kirkwood, 6 the comparable term which they calculated 
explicitly for a single ion, also vanishes trivially for the total 
heat of transport of a simple electrolyte. ThiS follows from 
the fact that the perturbations in the IOn atmosphere, (J,,'l (1), 

must in their case be proportional to the difference of velocity, 
u - u". For the calculation of the total heat of transport 
~l a simple electrolyte, it is sufficient to consider conditIOns 
of zero current, in which case the difference in velocity between 
the two ions must vanish to maintain electroneutrality. 
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calculation of the order" contribution arising from 
this source, but only note that it may be present. 

In combining the terms contributing to the limit­
ing slope of the heat of transport, Eqs. (5.5-7), 
one must use the thermodynamic identity 

(af ) _ (~) + (~) (ap) (5.8) 
aT e"c, - aT P,r, ap T,r, aT c"c,' 

The result isl2 

Q~ = Q~o + (~vaze;l) 

x [C12) + ~ (: 11: ;) P + lfjT }, (5.9) 

plus an ion-solvent term. This formula is identical 
with that obtained by Helfand and Kirkwood by a 
procedure which bears no outward resemblance to 
the present calculation. It thus represents an ex­
plicit verification of the heat-matter reciprocal rela­
tion without directly invoking time-reversal in-
variance. 

VI. DISCUSSION 

The heat-of-transport calculation in this paper is 
based on the relationship of the intermolecular 
forces arising from the temperature gradient in the 
nonuniform Soret stationary state to the equilib-

12 In units of kcal per mole, the limiting law for the heat 
of transport of a simple electrolyte in aqueous solution 
at 25°C IS given by 

Q.* = Q.*o - 2.561!z-tZ_vltm+, 

where m is molality in moles of solvent per kg of solvent. 
(The coefficient 2.57 in Helfand and Kirkwood is off by 
rounding errors.) 

rium gradient of chemical potential required to main­
tain the same concentration gradients. Most of these 
forces have been studied previously/,7 but in an 
electrolytic solution there are also forces arising 
from the fact that the solvent's dielectric shielding 
of the ion-ion interaction is lower on the hot than 
on the cold side. Furthermore, for electrolytes, by 
employing Debye-Huckel theory, one may ex­
plicitly evaluate most of the terms which contribute 
to the limiting slope of the heat of transport versus 
square root of concentration. 

The only other attempt to calculate the limiting 
law for the heat of transport of an electrolyte is that 
of Agar. 13 It is based on the argument that the heat 
of transport is due to the ion leaving behind it, the 
solvent polarization entropy as it diffuses. Agar's 
arguments are closer to those of Helfand and Kirk­
wood6 than to the present paper. It is even difficult 
to draw the parallel between those two theories be­
cause of the qualitative nature of the Agar deriva­
tion and especially the manner in which he intro­
duces concentration effects. Agar finds that the 
limiting slope of the heat of transport is proportional 
only to (a In ela In T). Perhaps this is indicative 
of the fact that he has not accounted for all of the 
heat (or entropy) transport mechanisms. For ex­
ample, one might inquire whether the ion leaves 
behind the ion atmosphere and its associated en­
tropy. It would be interesting to attempt to put 
Agar's ideas into more precise terms, and also see 
if his arguments have an analog from the point of 
view of the Soret effect. 

13 J. N. Agar Structure of Electrolytic Solution8, edited by 
W. J. Hamer (John Wiley and Sons, New York, 1959), p. 200. 
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Structure of the Three-Particle Scattering Operator in Classical Gases 

P. REsIBOIs· 
Universite Libre de Bruxelles, Belgique 

(Received 27 August 1962) 

It is shown that in all cases where the finite duration of the collision may be neglected there is a 
complete equivalence between the 3-particle scattering operator obtaJned by Prigogi~e and his 
co-workers and the corresponding expression derived by Choh and Uhlenbeck using Bogolubov's 
n:eth~d. ~reat ~mphasis is put ?n the "i~reducible cha:racter". of the three-body collision: Only 
SituatIOns m whICh the three partICles are slmultaneously mteractmg playa role in both theories. 

1. INTRODUCTION 

DURING the last few years, Prigogine and his 
co-workers have developed a general theory 

of irreversible processes in classical gases. l The 
formalism is based on a systematic analysis of the 
perturbation solution of the Liouville equation; no 
extra mechanical assumptions are involved in the 
study of the dynamics of the system and irreversi­
bility appears as an intrinsic property of those large 
systems which are such that, at the initial time, no 
correlations exist between particles that will collide 
in a sufficiently far off future. In particular, it was 
recently shown2 that for a spatially homogeneous 
system, the kinetics of the approach to equilibrium 
is essentially determined by a non-Markoffian col­
lision operator. The Laplace transform of this 
operator, y/(z), has only singularities in the lower 
half-plane of the complex variable z; this analytical 
property expresses the fact that a collision process 
has a finite duration, which cannot generally be 
neglected. However, the long-time behavior of the 
system (t -t <Xl) is entirely determined by the value 
of y; + (z) at the point z = 0; the physical meaning 
of this result is that, in the study of the asymptotic 
time dependence of the distribution functions (H 
theorem), one is justified in neglecting completely 
the noninstantaneous character of the collision.3 

Similarly, the operator y; + (0) also plays an important 
role, although by no means unique, in the computation 
of transport coefficients, as was shown by Balescu.4 

On the other hand, various other methods have 
been developed for studying irreversible processes 

* Charge de Recherches au Fonds National de la Recherche 
Scientifique de Belgique. 

I!. Prigogine, Non-Equilibrium Statistical Mechanics 
(Interscience Publishers, Inc., New York, 1962). This paper 
will hereafter be referred to as 1. 

I 1. Prigogine and P. Resibois, Physica 27, 629 (1961). 
This paper will hereafter be referred to as II. 

S F. Henin, P. Resibois, and F. Andrews, J. Math. Phys. 
2, 68 (1961). 

• R. Balescu, Physic a 27,693 (1961). 

in classical gases. We cite the work of Bogolubov,5 
Kirkwood and his co-workers,6 and Green.7 The 
equivalence of these approaches is now rather well 
establisheds and we do not intend to discuss them 
here in detail. It is however, very important to 
realize that they all make the assumption, explicitly 
or implicitly, that the duration of the collision 
is negligible. As was pointed out in I (see also the 
paper of Van Hove9 for the quantum case), they 
can thus correctly describe no nonequilibrium 
process in which the finite duration of the collision 
must be taken into account. 

From what has been said before, it is expected 
that the operator y; + (0) (which corresponds to the 
instantaneous collision approximation in Prigogine's 
theory) is identical to the corresponding scattering 
operator in the other group of approaches. However, 
the proof of the identity between these two expres­
sions is far from trivial. Indeed, in the latter methods 
all the calculations are performed in ordinary phase 
space, and constant use is made of formal exact 
n-particle propagators describing the motion of a 
subgroup of n particles interacting only with each 
other. On the contrary, the former technique is 
developed in the Fourier space associated with the 
configurational coordinates and is based on a per­
turbation expansion in power of the coupling 
constant between the molecules. 

In a previous paper,lO we have shown that the 
lli . . + (2) ( co slOn operator 'tY; 0) describing two-particle 

collisions could, indeed, be brought to the usual 
form of the Boltzmann operator. The aim of the 
present work is to extend this result to triple col-

6 N. N. Bogolubov, Problems of a Dynamical Theory in 
Sw;istical Phy~ics (in Russi~) Moscow (1947). 

See, for mstance, S. RICe and H. Frisch, Ann. Rev. 
Phys. Chern. 11, 187 (1960). 

7 M. Green, National Bureau of Standards Rept. 3327 
(August 1955). ' 

8 E. Cohen, Physica 27, 163 (1961). 
9 L. Van Hove, Physica 23,441 (1957). 
10 P. Resibois, Physica 25, 725 (1959). 
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lisions and to show that the corresponding operator 
iy, + (3 l (0) is identical with the scattering operator 
n(3l(cp) obtained by Uhlenbeck and Choh using 
Bogolubov's methodll in a form derived by M. 
Green12 : 

n(3l(cp) = f dX2 dXa012[S:3~(XIX2X3) 

- S~2~(XIX2)S:2~(X2Xa) - S~~(XIX2)S~~(X2X3) 

+ S':'2l(XIX2) lCPl (Pl)CPI (P2)CPI (Pa) (1.1) 

In this formula, we have used the notation of I, 
but we shall write it more explicitly in the following. 
The same result was also obtained by Rice, Kirk­
wood, and Harris. 13 

In Sec. II of this paper, we recall the explicit form 
of the operator y, + (3 l (0) and show that it describes 
an "irreducible" collision, in the sense that it con­
tains only contributions of the three-body motion 
in which these particles are simultaneously interacting 
with each other. 

In order to save notations, it is very convenient 
to employ the diagramatic representation of triple 
collisions used previously by J. Brocas and the 
author14

•
15 in similar problems. This technique allows 

a very direct analysis of the mathematical implica­
tions of this condition of irreducibility. The identity 
between # + (3 l (0) and n (3 l is explicitly proved 
in Sec. III. It appears very clear that the con­
dition of irreducibility which is automatically im­
plied in the definition of # + (0), is in fact equivalent 
to the substraction of products of two-particle 
propagators S~2~ in formula (I-I). Both exclude 
the successive two-body processes which appear in 
the description of the three-body motion. 

Finally, we remark about the practical use of 
these two formally identical expressions as starting 
points for explicit approximate calculations. We 
also comment on generalizations of the present 
work to more involved problems. 

II. THE STRUCTURE OF THE OPERATOR "'+(0) 

In I, it was shown that if the duration of the col­
lision is neglected, the generalized master equation 
takes the following form [see formula 1(4-6) which 

11 S. Choh and G. Uhlenbeck, The Kinetic Theory of Dense 
Gases (University of Michigan, Ann Arbor, Michigan, 1958); 
E. Cohen, Fundamentals Problems in Statistical Mechanics 
(North-Holland Publishing Company, Amsterdam, 1962), 
p.110. 

12 M. Green, Physica 24,393 (1958). 
13 S. Rice, J. Kirkwood, and R. Harris, Physica 26, 717 

(1961). 
uP. Resibois, Physica 27,33 (1961). 
16 J. BrocaB and P. Resibois, Bull. ClaBse. Sci. Acad. Roy. 

Belg. 47, 226 (1961). 

gives, in fact, the long time behavior of the velocity 
distribution function and includes an operator 
(Oln(O) which takes into account the long-time effect 
of the finite collision duration. As we are interested 
in the instantaneous collision approximation, we may 
replace this operator (Oln by unity. Moreover, we 
notice here that this formula is lacking a factor i]: 

(11.1) 

As was mentioned previously, we do not want to 
discuss here the range of validity of this equation; 
we shall limit ourselves to prove the identity of 
Eq. (ILl) with the evolution equation obtained 
using Bogolubov's and other methods cited above. 

We first integrate (11.1) over all particles except 
particle 1, and we take into account the factoriza­
tion of the velocity-distribution functions. Moreover 
we limit ourselves to the contribution of triple col­
lisions; indeed, we have already shown how the two­
particle contribution is identical with the Boltz­
mann collision operator,10 and the consideration of 
higher-order processes (quadruple, etc.) would bring 
no new mathematical feature into the analysis. 

We then obtain 

(aCPI(V1 , t)/at)triplo coil. 

= iN2 if dV2 dV3if;+(3l(0) fr CPI(V;, t), 
,-I 

(II.2) 

with the following expression for the collision opera­
tor (in Fourier space): 

iy,+(3l(0) = ~ <0 I( _ioL(12l) 

X ['CL ~ '0) (-iAOL)]"\ 0) (II.3) 
'J, 0 'l. Ikl"O, 

where 

oL = L oV;, ij E 1,2,3. 
i>i 

In this expression, particle 3 must appear at least 
once in the interactions. 

The explicit formulas for the matrix elements 
involved in (II.3) are 

({k} l-iAoLiil {k'D 

-'l.ld.rIV1k,_k"I(k i - kD(a!. - a!) 
X oK'Ck. + k; - k~ - k~)OK'(kl - kD, 

i ~ j ~ lEI, 2, 3 

-3 f'(! avii 
( a a) - -An J. dr. dr; dr , ar;; av. - av; 

(1104) 
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X exp [-i ± (k. - k~)r.J 
.=1 

(IIAa) 

({kl l-iCLo - iO)-11 {k'}) 

-i( ~ k,v. - iO rl g oKrCk. - k~) (II.5) 

n- 3 J IT dr. dr~ G({r, - r:}, {v,}) 

X exp -i(k,r. - k:r:). (II.5a) 

In this latter expression, we have introduced the 
three-particle propagator in ordinary space (see 
reference 10): 

G({r. - r:}; {v.}) 

= 1'" dT Ii oCr. - r: - V,T) exp -ET. 
o .-1 (II.6) 

• ....0 

Although the transport equation (11.3) is valid 
only in the limit of an infinite system (N ~ 00, 

n ~ 00, N In = C = finite), we have (formally) 
written all the expressions in the case of a discrete 
Fourier space. This will simplify somewhat the 
mathematical discussion, but there is no essential 
difficulty in going to the continuous case in any ex­
pression written in the following discussion. 

The main feature of formula (11.3) is that it 
represents an irreducible diagonal fragment, i.e., all 
intermediate states must have nonvanishing k, wave 
vectors. We return later to the physical meaning 
of this condition. However, from a purely mathe­
matical point of view, we can see immediately that 
this requirement of irreducibility forbids us to 
perform a Fourier inversion of the operator l/t + (3) (0) 
and to express it directly in configurational space. 
Consider the following simple example; suppose A(r) 
and B(r) to be two real functions, the Fourier coeffi­
cients of which are Ak and Bk , respectively; then by 
the Parseval formula,16 we have 

(II.7) 

However, if in the left-hand side of (11.7) we ex­
plicitly exclude the point k = 0, either of two cases 
can occur: 

(1) The coefficients Ao and Bo are non singular; 
their contribution in the limit of a large volume 
becomes negligible and formula (11.7) is still valid, or 

(2) the coefficients Ao and Bo are singular in the 

IS D. Morse and H. Feschbach, Methods of Theoretical 
Physics (McGraw-Hill Book Company, Inc., New York, 
1953). 

limit of a large volume; then formula (11.7) can no 
longer be applied and we must substract explicitly 
the contributions coming from this single point. 
This remark is in fact the keynote to the present 
calculation; we must analyze carefully the be­
havior of the points k = 0 in the matrix elements 
of (11.3); if they give a negligible contribution in 
the limit of a large system, we are allowed to in­
clude them in the expression for l/t + (3) (0), and the 
Fourier transformation may be performed. However 
we see that certain contributions do indeed behave 
singularly and these terms need special considera­
tions before we can transform them back in con­
figurational space. 

We follow the following procedure: we first ex­
tend the definition of the collision operator l/t + (3) (0) 
by neglecting provisionally the condition of ir­
reducibility, i.e., 

il/t :!!~(O) 

= ~ (0 /(-iXOL(l2){i(Lo ~ iO) (-iAOL)JI 0) 
(II.8) 

(here again, particle 3 must appear at least once 
in the interaction). We study (11.8) and, in par­
ticular, seek the terms which are reducible and 
which, at the same time, give a finite contribution 
to the transport equation (11.2). These reducible 
terms are spurious and must thus be substracted 
from (11.8). In formula, we set 

il/t+(3\0) = il/t:~!~(O) 
- (reducible contributions of order 0-2

). (11.9) 

As the matrix elements appearing in (11.3) are of 
a rather complicated structure, we shall describe 
each contribution of l/t:~!~ (0) by means of suitable 
diagrams. However we want to be able to draw 
diagrams for both irreducible and reducible contri­
butions. Since the latter are automatically excluded 
in Prigogine-Balescu notation (or, more properly, 
they are treated in a different way from irreducible 
ones), we must use a different technique; the graphs 
introduced by J. Brocas and the authorl4

•
15 are very 

convenient for the present purpose. 
We draw an horizontal line to describe the 

complete history of each particle (1, 2, 3); a vertical 
line between particles i and j (i, j E 1, 2, 3) repre­
sents an interaction oLii between this pair of 
molecules and these vertical lines are ordered ac­
cording to their succession in the corresponding 
contribution of Eq. (11.8). Moreover, the wave 
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vectors of each particle are explicitly indicated for 
each intermediate state. 

As an example, the term 

<
0 1(-'thOL(12». 1. (-iAoL(l3» 

't(Lo - 'to) 

1 0 

2 0 

3 0 

(b) 

1 (. L(13» 1 (~ OL(12) I 0) FIG. 1. (a) An irreducible contribution. (b) A reducible 
X iCLo _ iO) -fAO i(Lo _ iO) -M contribution. 

is represented by Fig. lea). Using Eqs. (II.4) and 
(II.S) we get for this term, in the limit of an infinite 
system eLk = (0/8r3

) f dk), 

A4 J (0 0) (8r 3)202 dk dk' k Vk Ov
l 

- av
z 

ro-(kv12) 

X k'Vj;'(a!l - o!)ro_[(k + k')v1 - kv2 - k'va] 

X k'Vk'(a!] - a!3~o_(kv12)k V -k(a!l - a!J 
(II.ll) 

This is irreducible because the contributions coming 
from the points k, k' = 0 are of order 0-3 (one 
point in a finite integral) and may thus be neglected 
in the transport equation (IlA). On the contrary, 
the diagram of Fig. 1 (b) is a typical example of a 
reducible term; indeed we obtain 

s:a;V2 V! J' J' dk dk' kVk(a!l - a!) 
X ro_(kvI2)kV_k(0!1 - o!) 

X ro_(lvl3)(k' - 1)V1k'-11(0!1 - o!J 

X ro_(k'v13)k'V -k'(a!l - o!)' (II.12) 

where, in order to give a meaning to the propagator 
to} of one of the intermediate states, we have used 
a limiting procedure which gives a unique answer 
as is shown, in the next section. This term con­
tributes a finite amount to the transport equation, 
although one of its intermediate states has vanishing 
wave vectors, and it is thus an example of terms 
which must be substracted from y, :!~~ (0) in order 
to obtain the correct collision operator. However, 
here we may also neglect the special situations 
where k, k' = 0 because, as in the previous example, 
they correspond to one point in a finite integral. 

Let us now consider the general nth-order term 
in Eq. (II.S). We have 3(n - 1) summations over 
the wave vectors (one wave vector for each particle 
at each intermediate state). Each oL introduces two 

conservation conditions [see (II.4)] , one of which 
(at the last vertex) is automatically satisfied. We 
are thus left, for an arbitrary nth-order term, with 
n - 2 independent summations. As each inter­
action oL also introduces a factor O-t, it is obvious 
that any diagram describing one possible sequence 
of interactions will be of the order 0-2

• In the 
transport equation (II.2), for every diagram 
we obtain a contribution of order (N /0)2 = C2

• 

This could be expected on a physical basis and 
is simply a restatement in this particular case, of 
the general rules given by Prigogine and Balescu.17 

However, we can now proceed much further and 
observe these n - 2 independent summations. In 
fact, we are able to choose arbitrarily the exchange 
of wave vector between the pair of interacting 
particles (i, j) at each vertex, except: 

(1) for the last interaction, in which particles 
1 and 2 necessarily return to the state of zero wave 
vector (see Fig. 1). This latter limitation is trivial 
because, whatever the reducible or irreducible 
character of the diagram, the final state must be {O I; 

(2) for the last vertex where particle 3 interacts; 
here again the wave vectors must be choosen such 
that the wave vector for particle 3 vanishes [see 
Fig. lea) and l(b)]. 

This last condition is the central point in the dis­
tinction between reducible and irreducible diagrams. 
If, as in the example of Fig. 1(b), the condition that 
ka = 0 at the last vertex involving particle 3 auto­
matically implies that the two other wave vectors 
kl and kz are also vanishing, we get a reducible 
contribution which must be substracted according 
to (II.9). However, in the general case, a typical 
example of which is given in Fig. l(a), kl and 
k2 = - kl will be nonvanishing and the diagram is 
irreducible. 

From this argument, we see that all non-negligible 
reducible contributions will be obtained by collecting 
all terms in which the intermediate state following 
the last interaction involving particle 3 has iden­
tically vanishing wave vectors. 

11 I. Prigogine and R. Balescu, Physica 25,281 (1959). 
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1 0 

2 0 

3 0 

(a) (b) 

FIG. 2. The most general reducible diagrams. 

This class of terms is very easy to obtain: it is 
given by all diagrams such that there is first an 
arbitrary number of interactions 1-3 (or alternatively 
an arbitrary number of interactions 2-3) followed 
by an arbitrary number of interactions 1-2. The 
most general graphs of this type are shown in 
Fig. 2(a) and 2(b). 

The proof of this property is done in two steps: 
1) It is clear from what we have said previously 

that all these diagrams are non-neglibible reducible 
contributions. 

(2) they are unique. Indeed, taking any other 
diagram, there exists, before the last interaction 
involving particle 3, one or a series of intermediate 
states in which the three particles simultaneously 
have nonvanishing wave vectors kl' k2, ks ~ O. 
Now, by the conservation of wave vectors as im­
plied by Eq. (IlA), this has for a consequence 
the fact that after the last interaction involving 3, 
(denoted by an asterisk on the diagrams in Fig. 3), 
particle 1 and 2 have, in general, kl = - kz ~ O. 
The only exception occurs if we cause these wave 
vectors to vanish, which in turn implies restrictions 
on one or more of the free summations we have at 
our disposal. This however gives a vanishingly small 
contribution to the transport equation as we have 
seen in detail in the (11.11). 

There exists a last restriction on t/t + (3) (0) and on 
t/t :~!~ (0) which we wish to eliminate. The definition 
of these two operators implies that particle 3 must 
appear at least once in the sequence of interactions 
oL'i. As we shall see in the next section, it is much 
simpler to suppress this condition in the definition 
of the three-body collision operator and to sub­
stract the contributions explicitly where only 
particles 1 and 2 collide with each other, i.e., the 
term t/t+ (2)(0). 

Defining a new operator ~:~~~ by Eq. (II.S), but 

~~ 
3=rrJIIE: 

)() 

FIG. 3. Examples of irreducible diagrams. 

without the condition mentioned after this equation, 
we may thus write finally [see Eq. (II.9)]: 

it/t + C3,(0) = i~:!~~ (0) - it/t + (2) (0) 

- i (contributions of the diagrams in Fig. 2) (II.I3) 

With this last expression, we are now ready to ob­
tain the equation for the 3-particle collision operator 
in configurational space; this is accomplished in the 
next section. 

III. THE COLLISION OPERATOR IN 
CONFIGURATIONAL SPACE 

The operator ~:!!~ (0) can be Fourier-inverted 
because it is defined in a way such that no condition 
appears on any intermediate state. Substituting 
(IL4a) and (II.5a) into Eq. (II.8), we obtain 

i~:!!~ = n-3 f Aft J d{rl d{r'l .,. d{rftl 
ft-l 

x oL02l({rl)G C3J (lr - r'}; {v})oL({r'}) 

X ... GCSJ({rft-l - rn}; {vl)oL({rftl). (IILI) 

In this formula, we have introduced the following 
compact notation: 

oL(lrl) = L: oLcin({rl) 
i.>i 

aV ( a a) -L:- ---
.>; ar;; av; av;' 

(III.3) 

GCS)({r - r'}; {v}) 

= G(rl - rf; rz - r£, rs - r~i {vI). (III.4) 

It is surprising at first sight that there is a factor 
n-3 before this integral, even though we have pre­
viously shown that all the contributions to ~:!!~ (0) 
were proportional to n-2

• However one should 
realize that the integrand in (IILI) is invariant 
with respect to a translation of the mass center 
of the system, and this gives a supplementary volume 
factor. 

Using the generalization of the two-body scattering 
theory previously developed by the author,10 it is a 
simple matter to write (III.I) in a more compact 
form. 

For the sake of simplicity, let us first operate with 
~:!!~ (0) on an initial state of the form 

a 
II o(v. - vD = o(lv - v'}), (IlL5) .-1 

and let us consider the following expression: 
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S(3)({r} {v} I {v')) = ~ A" 1 d{r'} ... d{r"} X [I drl dra ... dr~+l dr~+l exp -il(rl - ra) 

X a(3)({r - r'}', {v})~L({r'}) 

X ... G(3)({r"-1 - r"}; {v))~({v - v'}). (II I. 6) 

This series is the Neumann expansion of the follow­
ing integral equation: 

S(3)({r} {v} I {v')) = ~({v - v'}) 

+ 1 d{r'}G(a)({r - r'}; {v})~L({r'}) 

X S(3)({r'} {v} I {v'}). (II I. 7) 

Noting that G (3) ( {r - r'}; (v}) is Green's function 
of the unperturbed Liouville equation 

LVi a~. G(3)({r - r'}; (v}) = ~({r - r'}), (II I. 8) 
, . 

we may easily verify that this integral equation is 
identical to the Liouville equation 

(~ Vi ~i + A~L )s(3)({r} {v} I (v'}) = 0 (III.9) 

with the limiting condition that for A ~ 0, S(3) 
reduces to (III.5). 

In this form, the physical meaning of the function 
S (a) is ascertained. It represents the stationary dis­
tribution realized when homogeneous flows of par­
ticles with respective velocities vi, v~ and v; come 
from infinity and scatter each other. Taking into 
account that the characteristics of Eq. (III.9) are 
the trajectories of the three particles, one readily 
sees that this function is identical to Bogolubov's 
streaming operator S~3l acting on the initial dis­
tribution (II1.5) [see references 5 and 11]. 

Thus we have finally: 

i~:!~) (0) ~({ v - v'}) 

= n-a 1 d{r} ~L(12)({r})S(a)({r} {v} I (v'}). (III.lO) 

We now consider the class of reducible contri­
butions described by Fig. 2(a) [the other class 2(b) 
is treated similarly]. Keeping in mind the limiting 
procedure introduced in (11.12), we obtain: 

Reducible class 2(a) 

= lim n-4 t t [J drl dr2 ... dr7 dr; 
l_O nEIl m-l 

X ~L(12)({rl)G(1,2)({r - r'}; (V}) 

X ... G(1·2)( {rn- I - rn} (v}) 8L(12) ({rn}) ] 

X G(1·3)({r - r'}; (v))~L(1a)({r')) 

X ... G(1,a\{rm - rm+l} (V}) 

X ~L(1'3\{rm+I})]~({V - V')). (II 1. 11) 

In this form, it is clear that the limiting procedure 
1 ~ ° gives a perfectly well defined value to this 
expression. Moreover, we have used an obvious 
notation for the two particle free propagators GO

,2) 

and Go,a) . Here again the n-4 dependence is apparent 
only because each bracketed integrand is a trans­
lational invariant and results in an extra volume 
factor. 

Using the same procedure as for (II1.6), we may 
write the second bracket of (III.8) in a compact 
form as: 

J drl dra [ S(2\r1ra, VIVa I vi, V~)~(V2 - vD 

- ~({v - v'}) J, (III.12) 

where the function S (2) is defined exactly as S (a) 

[see Eq. (III.7)], but for the pair of particles (1, 3) 
only. 

As this expression (III.12) does not depend on 
the coordinates of any of the three particles, the 
same procedure can be applied once more to the 
first bracket and we obtain: 

Reducible class 2(a) 

X S(2)(r1r2vlv2 I vi'Vn~(V3 - v~') 1 dri dr~ 

X [ S(2) (rir~v:'v~' I viv~) ~(v" - vD 

- IT ~(v~' - v:)] . 
,=1 

(lIL13) 

A similar formula is obtained for the reducible 
class 2(b), and the body collision operator is given 
bylO 

i1/t+(2)(0)~({v - v')) 

= g-2 J dr
l 

dr2 ~L (12) (rI2) 

X S(2)(r1r2v1v2 I viv~)~(va - vD· (IlI.14) 
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All the contributions to ~ + (s) (0) are now expressed 
in configurational space. We substitute (III. 10), 
(IILI3), and (IILI4) into (II.I3) and introduce this 
result into (II.2). Taking into account explicitly 
that the 8 functions depend only on the relative 
coordinates, we obtain 

x f d{v'} drs {8(3)({r}{V} I {v'}) 

+ 8(2)(rlr2vlv2 I vfV~)O(V3 - V,)} ft"'I(V~' t). (III.I5) 

This is, in full notation, the expression (1.1) of Choh 
and Uhlenbeckll for the 3-particle collision operator. 

IV. DISCUSSION 

We are now in a position allowing us to discuss 
in detail the significance of irreducibility. Indeed, 
we have seen that the operator ~:~!~(O), where the 
condition of irreducibility was dropped, results in 
the term (III. 10) , involving the whole three-body 
motion 8(3). In this latter operator, some contri­
butions arise from separate two-body collisions in 
which, for instance, particles 1 and 3 collide first 
in a binary interaction, particle 1 then interacting 
with particle 2. However such a sequence of two­
body collisions has already been taken into account 
in the usual two-particle Boltzmann operator and 
must thus be eliminated. This is achieved by the 
"reducible part" [see Eq. (IILI3)] which indeed 
involves products of 8(2) operators. The contribution 
to 8 (3) resulting from a simple two-body interaction 
in which particle 3 completely ignores the other 
two must also be substracted, and this results in 
the term (IILI4). In the final result, the only ef­
fective part thus corresponds to irreducible collisions 
in which the three particles simultaneously interact 
with one another. 

How this condition of irreducibility is auto­
matically satisfied in the definition of the operator 
i~ + (O)-as given by (II.3)-appears very clear if we 
remember the relationship between space variables 
and their corresponding wave vectors: 

kr~l. (IV.I) 

The condition that {k} ~ zero at every intermediate 
state, eliminates all physical situations for which 
the three particles would be temporarily infinitely 
separated from one another in some of these in­
termediate states. 

Keeping these remarks in mind, one realizes that 
although it appears compact, Eq. (III.I5) is very 
difficult to handle for any practical calculations. 
Indeed the integrals appearing in this formula are, 
strictly speaking, defined for an infinite system. 
However in this limit, when taken separately, each 
of these integrals diverges! This will be best il­
lustrated if we consider the binary correlation func­
tion defined from (III.I5)11 by 

(iJ",dat)t.e. == C
2 f dV2 dVa 

If we evaluate this expression for the only case where 
the calculations can be done directly (Le., for an 
equilibrium velocity distribution function!), and 
dropping unimportant normalization and velocity 
dependent factors we obtain from (III. 15) : 

t<3)(rI2 ; VI, v2) cc exp [-,BV(r12)] 

x f dr3 {exp [-,B( V [r12] + V[rlaD] 

- exp [-,BV(rla)] - exp [-,BV(r23)] + I}, (IV.3) 

where each of the factors is in a one to one corre­
spondance with a term of Eq. (III.I5). We thus see 
that expression (IV.2) involves the nonequilibrium 
equivalent of the binary correlation function as 
expressed in terms of Boltzmann factors, each of which 
diverges for a large system. That the total result 
is finite and gives the correct equilibrium distri­
bution, is readily verified by reorganizing Eq. (IV.3) 
in terms of Mayer's factor fii = exp [-(3V'i - 1], 
which gives the well-known result 

t<3)(rI2 ; VI, v2) cc exp [-(3V(r12)] f dr3f13(rla)f2a(r2s), 

Such a difficulty is completely avoided in the 
formulation (II.3); as was previously shown by 
F. Henin, F. Andrews, and the author,a.ls the cor­
responding expression for the binary correlation 
function is directly expressed in terms of irreducible 
(and finite) quantities. 

11 F. Andrews, Physica 27, 1054 (1961). 
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The advantage of the formulation in Fourier space 
could be of great help in an approximate evaluation 
of the three body cross sections, an exact calculation 
of which remains beyond the power of our present 
mathematical techniques. Indeed, if one begins from 
(II1.14), the greatest care should be taken at each 
step to ensure that the approximations are made 
in a consistent way, such that the improper integrals 
in this equation always give a total final result. 
Moreover, it seems somewhat difficult to introduce 
the characteristic features (if any!) of the three­
body collision in Green's function 8(3) because this 
function also involves spurious two-body motion 
contributions. 

If, however, no such problem arises in the for­
malism of Prigogine's group, it should be recognized 
that the whole theory is based upon the use of in­
finite perturbation expansions in the coupling 
constant, and some partial resummation procedure 
is needed for treating realistic hard-core forces. 

Finally, we should mention that the generaliza­
tion of the present calculation to higher order col­
lisions (quadruple, etc.) offers no difficulty. Along 
the same line, it is possible to prove--to any order in 
the concentration-that the operator i-f + (0) is 
identical with the corresponding collision operator 

derived independently by E. Cohen19 and H. Green20 

[see also reference 13] in recent work. We shall give 
this general proof in a separate publication. 

In conclusion we may say that the present work 
establishes the bridge between Prigogine and his 
co-workers' theory and what we may call the 
Bogolubov-Kirkwood types of approach. This link 
was already indicated briefly in a previous publi­
cation2 where it was stressed that the equivalence 
was valid only whenever the duration of the col­
lision could be completely neglected. The validity 
of this latter condition must be analyzed carefully 
for each particular problem studied. However, one 
can say that in general this is not the case and that 
the complete diagonal operator y/(z) is needed for 
all values of z. The second group of theory is then 
incorrect and the more general approach is neces­
sary, as developed in references 1, 2, and 4. 
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When a dynamical system has a perturbation which is considered as a stochastic process, the 
Liouville equation for the system in the phase space or the space of quantum-mechanical density 
operators is a sort of stochastic equation. The ensemble average of its formal integral defines the 
relaxation operator <I>(t) of the system. By the definition <I>(t) == exp K(t), the cumulant function K(t) 
may be introduced. Some general properties are first discussed for a simple example of an oscillator 
with random frequency modulation and then, concepts of slow and fast modulation are considered. 
These concepts can be generalized to more general types of stochastic Liouville equations. It is shown 
that by various possibilities of defining generalized exponential functions, this approach may be useful 
to understand some essential features of the problem from an unified point of view. 

1. INTRODUCTION 

ONE of the most fundamental problems in 
statistical mechanics is the logical foundation 

of transport equations. Great efforts have been made 
in recent years to derive such equations from basic 
dynamical equations, making a minimum number of 
assumptions, using various refined, mathematical 
tools.1 

The present paper deals essentially with the same 
kind of problem but uses a less refined tool and 
takes slightly different standpoints from those taken 
in the previous theories. The author only wishes to 
throw a light on certain general features of the 
problem, of which many investigators may have 
been aware, but do not seem to have been dis­
cussed very clearly. 

Take a very simple example of an oscillator whose 
natural frequency w is modulated randomly by a 
certain disturbance.2

•
3 Its equation of motion may 

be written as 

j; = iw(t)x, (1.1) 

where w(t) is regarded as a stochastic process. Now, 
an ensemble of such oscillators are irradiated by 
electromagnetic waves and the absorption spectrum 
is observed. The question is how the line shape is 
related to the modulation wet). This is the sort of 

1 M. Bogoloubov, J. Phys. (USSR) 10,265 (1946); L. Van 
Hove, Physica 21, 517, 901 (1955); 22, 342 (1956); 23, 441 
(1957); I. Prigogine and P. Resibois, ibid. 27, 629 (1961). 

2 R. Kubo, "Some Aspects of the Statistical-Mechanical 
Theory of Irreversible Processes," in Lectures in Theoretical 
Physics I., edited by W. E. Brittin and L. G. Dunham 
(Interscience Publishers, Inc., New York, 1959). 

8 R. Kubo, "A Stochastic Theory of Line-Shape and 
Relaxation," A lecture at the Scottish Universities Summer 
School at Newbattle Abbey, 1961 [to be published as Fluctu­
ation, Relaxation and Resonance in Magnetic Systems, edited 
by ter Haar, (Oliver and Boyd, Edinburgh, 1962)]. 

problem one meets in magnetic resonance phenomena 
and also in some communication technology. It 
turns out that the spectrum depends on the relative 
magnitude of the amplitude of the modulation and 
on the speed of the modulation. If the modulation 
is slow, the coherence of perturbation remains and 
the line shape directly reflects the distribution of 
modulated frequencies. If the modulation is fast, 
the coherence is lost and the spectral line is narrowed. 
This narrowing and incoherence may be, in a sense, 
compared with the irreversibility which is realized 
in transport phenomena. 

2. THE RELAXATION FUNCTION OF A 
RANDOMLY MODULATED OSCILLATOR 

Equation (1.1) is integrated to 

x(t) = exp {iwot + L vet') dtl (2.1) 

where Wo is the unperturbed frequency and vet) is 
the frequency modulation 

vet) = wet) - Wo, 

which is averaged to zero: 

(vCt» = o. 

(2.2) 

(2.3) 

We assume the process vet) is stationary and ergodic, 
so that an ensemble average denoted by bracket may 
be considered as a long-time average. The function 

<Pet) = < exp i L vet') dt) (2.4) 

will be called the relaxation function, which may be 
generalized to a functional of ~(t), 

iJ>(t, [m = < exp {i L W')v(t') dtl}). (2.5) 

174 
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Thus, we may write 

~(t) == ~(t, [1]). 

The functional ~(t, [m is the characteristic functional 
for the process vet). By the fluctuation-dissipation 
theorem the spectral distribution l(w - wo) of an 
ensemble of these oscillators is given by 

l(w - wo) = l f'" <I>(t)e-i(W-w,>t dt. 
271" _'" 

(2.6) 

This property of cumulant averages has an im­
portant consequence on the convergence of the 
series (2.8). We shall not go into any mathematical 
discussion of this convergence here, but shall content 
ourselves with less rigorous qualitative arguments. 
Suppose that the process v(t) has a finite correlation 
time T, which may be defined by 

T, = 10'" (v(O)v(t» dt/ t::,.z, (2.11) 

Let us now introduce the cumulant function K(t) where 
by 

(2.12) 
<I> ( t) = exp K (t) . (2.7) 

By a theorem which has been previously discussed 
by the author, 4 this may be expressed as 

(2.8a) 

l ' l' J' == i 0 dt l (,,(tl» + i 2 
0 dtl 0 dt2 (,,(t l ),,(t2», 

+ ... + f' L dtl L' dtz ••• 10"-' dt. 

X (,,(t l ),,(t2) ... vCtn», + ... (2.8b) 

-L dt l L' dtz (,,(t l ),,(t2» 

+ ... , (2.8c) 

measures the amplitude of modulation. Now let 
us consider the short-time and long-time behavior 
of ~(t) or K(t). 

For a small t(<< T.), the temporal change of ,,(t) 
may be ignored so that (2.4) will be approximated by 

<I>(t) "'(expi"t) = J e'··'p(,,')d,,' == <I>oCt), (2.13) 

where P(v') is the probability density of the fre­
quency modulation ", and so <I>o(t) is nothing but 
the characteristic function of Pc,,'). Higher approxi­
mations to ~(t) may be obtained similarly by taking 
account of the distributions of v, j,' and so on. 

For a long-time t(» T,), K(t) will be shown to 
have the asymptotic form 

K(t) '" -(at + b) == -('I - i5)t - b, (2.14) 

which is equivalent to 

where the brackets with the suffix c are the "cumu-
lant averages" defined, for example, by sr(s) == l'" e-"K(t) dt 

(XI)' = (Xl), 

(XIX 2 ), = (XIX 2 ) - (XI)(X2), 

(X I X 2X 3 ). = (X I X 2X 3 ) - (X I )(X2X 3 ) 

- (X2)(XI Xa) - (Xa)(XI X2) 

+ 2(XI )(X2)(Xa). (2.9) 

The cumulant averages are generally defined by 

< exp (~~iXi) 

a b 
= -"2 - - + ... (s'" 0). 

s s 
(2.15) 

Then the relaxation function <I>(t) will behave as 

<I>(t) '" exp {-at - b} == <I>",(t) (2.16) 

(t » T ,) and it may be described asymptotically by 
the differential equation 

d<I>/dt = -a<I> (t» T,). (2.17) 

= exp {L II ~;";, (X;'" ... X;N),}. 
mi' 

By the nature of cumulant averages, the nth 
(2.10) term in (2.8) may be estimated as 

One sees easily that a cumulant average vanishes i' dt, L' dt2 ••• 10"-' dt. (,,(tl) ... ,,(t.», 
identically if any of the variables in it is statistically 
independent from the others.4 '" to(t::,.·T~-I) + O(t::,.·T:), 

4 R. Kubo, J. Phys. Soc. Japan, 17, 1100 (1962). if t » n T,. Therefore, for a sufficiently large t, in 
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(2.14), a and b have such structures as 

a = O(112Te) + O(I1S T!) + .. . 
b = O(112T!) + O(I1S T!) + ... (2.18) 

A simple example may be useful for illustration. If 
we assume that 

(p( t1)P(t2) '" p(tn) e 

we find 

= 11" 1/I(tl - t2) 1/1 ( t2 - ts) ••• 1/I(tn-l - tn) 

(tl > t2 > ... > tn, n ~ 2), (2.19) 

sr = 1'" e-·tK(t) dt = (il1)2 g\s) (2.20) 
oil - tl1g(s) , 

where 

g(s) = 1'" e-· t 1/l(t) dt = 1 .;: . 
o s~ 

For example, if 1/1 in Eq. (2.19) is simply assumed 
to be 

1/I(t) = exp(-TIT.), (2.21) 

then Eq. (2.20) becomes 

sr - _112Te 1 
- S2 1 - il1T. + Sr. ' 

(2.22) 

which, in fact, is in accordance with (2.15). The 
cumulant function K(t) is then found to be 

K(t) = 
2 2 2 

11 Te t _ 11 Te 
1 - il1Te (1 - il1Te)2 

x [1 - exp {-(1 - il1Te) :} J. (2.23) 

3. SLOW OR FAST MODULATION. 
NARROWING CONDITIONS 

We have obtained two limiting approximations 
for <I>(t), one for short time and the other for long 

'\ f. 
\ 
\ 
\ 
\ 
\ 
\ 
\ 

" ' ..... 
J S tA 

FIG. 1. Relaxation function oI>(t) in slow modulation case. 
q,(t), oI>o(t), and oI>",(t) are calculated by Eqs. (4.1b), (4.3), 
and (4.4), respectively, tf;(t) being assumed as tf;(t) = exp 
(-tfTe). TeL1 is taken as 2.0. 

2 J 

FIG. 2. Relaxation function q,(t) in fast modulation case. 
The curves are calculated in the same way as in Fig. 1. 
T eL1 is taken as 0.4. 

time. Which of these is better? The question can be 
answered by the following criterion3

: 

or 

Case a. Slow modulation 

<I>o(Te) «lor <I>.,(Te)« 1, 

Case b. Fast modulation 

aTe + b « 1. 

(3.1) 

(3.2) 

(3.3) 

In the case a, the relaxation function <I>(t) looks 
like Fig. 1. It is essentially represented by <I>o(t) 
because it becomes very small in the region t > T. 
where the short-time approximation fails. This means 
persistence of coherence over the period which is 
practically important. The spectral distribution 
(2.6) is then identical with the distribution of 
modulated frequency, namely, 

l(w - wo) = pew - wo). (3.4) 

The condition for this slow modulation may be 
also roughly expressed by 

(3.5) 

which means that the speed of modulation (measured 
by liTe) is slow compared with the modulation 
amplitude 11. 

In case b, on the other hand, <I>",(t) represents 
<I>(t) quite well except in the neighborhood of 
t '" 0 (t < Te) where <I>.,(t) definitely deviates from 
<I>(t). (See Fig. 2). The graph of <I>(t) must be hori­
zontal at t = 0 as is easily proved by the stationary 
property of pet). <I>",(t) does not satisfy this condition, 
but this region is only a small part of the whole 
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domain of t where <p(t) has significant values. The 
line shape (2.6) is obtained as 

1 e-b 

J(w - wo) = - Re +.( ) 
11" a ~W-Wo 

1 1'Ree-b 

;. (w - Wo - 0)2 + 1'2 

+ ! (w Wo - 0) 1m e- b 

11" (w - Wo - 0)2 + 1'2 
(3.6a) 

'" ! ( l' 0)2 + 2 (if b« 1), (3.6b) 
11" W - Wo - l' 

which is essentially a Lorentzian form but with a 
slight skewness represented by the second term of 
(3.00). The width 1', 

l' = Re a, (3.7) 

is smaller than ~. Therefore, the spectrum is nar­
rowed. If, further, the condition 

(3.8) 

is satisfied, the width l' is approximately given by 

(3.9) 

Thus the condition (3.3) may be called the nar­
rowing condition and the condition (3.9) the strong 
narrowing condition since it is more stringent than 
(3.3). 

When the narrowing condition is satisfied, the 
coherence of modulation is essentially lost and the 
modulation simply appears as incoherent interruption 
of oscillations. Correspondingly, the relaxation func­
tion <p(t) shows a simple exponential decay. 

The Lorentzian form (3.6) does not prescisely 
describe the spectral form at far wings. If <Po(t) 
is analytic in t at t = 0, the moments should be 
convergent in every order. Therefore, the intensity 
distribution should decrease at wings much faster 
than the Lorentzian curve. But this discrepancy is 
not very significant since the intensity there is 
very weak if the narrowing has occurred. 

At this point it may be worth pointing out the 
following. It is true that the relaxation function 
<p(t) follows Eq. (2.17) quite generally at large 
t(» Tc). This may be regarded as the characteristic 
of an irreversible process. The physical significance 
of this statement depends, however, on what we 
are observing. This may be significant if we are just 
concerned with such long-time behavior of <p(t). 
But if the spectrum l(w - wo) itself is really what 
matters, then this statement is meaningful only 
when the narrowing condition is satisfied. 

4. GAUSSIAN AND POISSON MODULATIONS 

A simple example is provided by a Gaussian 
modulation w(t). In this case the cumuJants terminate 
at the second, so that the relaxation function becomes 

<p(t) = exp { - L dtl 10" dtz ~2if;(t1 - t2)} (4.1a) 

exp {_~2 10' (t - T)I/I(T) dT}' (4.1b) 

where 

(4.2) 

is the correlation function of the modulation v(t), 
for which 

(v(t» = 0 

is assumed. For t « To (4.1) is approximated by 

(4.3) 

which reflects the Gaussian nature of modulation, 
and for t » Tc 

(4.4) 

where 

To = LX> if;(t) dt, 

The narrowing condition in this case is exactly 
given by (3.8). This has been discussed by Anderson 
and Weiss5 as a model of exchange narrowing in 
paramagnetic resonance. 

Another instructive example is a Poisson modula­
tion. Suppose the modulation v(t) consists of random 
pulses with an average duration Td, the average 
interval Ti(» Td), and the average height Vi>' Then 
for t » Td the relaxation function is easily found 
to be3 

<p(t) = exp W/Ti)(e,a - I)} (4.5) 

where a is the phase shift during a pulse, i.e., 

a = f_: Vpuls.(t) dt. 

The narrowing condition here is 

(4.6) 

(Td/Ti)(l - (cos a» « 1 (4.7) 

which is less stringent then WTd « 1 or even than 
Td« Ti' The Poisson modulation represents a model 
of spectral broadening in dilute gases. It also cor-

I P. W. Anderson and P. J. Weiss, Rev. Mod. Phys. 25, 
269 (1953). 
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responds to kinetic models of rarefied gases or 
nearly free electrons. 

Generally speaking, the narrowing condition can 
be regarded as a condition for a perturbational 
treatment. If the strong narrowing condition (3.8) 
is satisfied, the perturbation vet) is weak (compared 
with l/Te). The Gaussian modulation is a limiting 
case where the crudest (Born) approximation be­
comes correct, because it really occurs when a 
number of very weak perturbations are present. If 
a non-Gaussian modulation vet) satisfies (3.8), a and b 
in Eq. (2.14) can be calculated by perturbational 
series (2.18). 

A Poisson process, on the other hand, represents 
the situation where local interactions are present. 
Such a local perturbation may be so strong that 
each perturbation has to be taken into full account. 
Still the locality allows the narrowing condition (4.7). 
In dilute particle systems, each collision has to be 
calculated by an exact scattering matrix, but with 
this in mind the whole process can be treated in a 
perturbational way. 

5. STOCHASTIC UOUVILLE EQUATION. 
RELAXATION OPERATOR 

We consider a dynamical system, the Hamiltonian 
of which has the form 

H = Ho + V(t) , (5.1) 

al = ,,(aH a aH a ) 
at L.. iii ap - ap iJq I = [Lo + LI(t)]!, (5.2) 

Lo and LI being Liouville operators corresponding 
to Ho and V. In the interaction representation 

g(O) = 1(0), (5.3) 

Equation (5.2) becomes 

ag/iJt = e-LO'LI(t)eLO'g == Q(t)g. (5.4) 

This equation is formally integrated with the use 
of an ordered exponential to 

get) = expo (f Q(t') dt')/(O) 

= [1 + 10' dt l QUI) + 10' dt l {' dt2 Q(t l )Q(t2 ) 

+ .,. + { dt l {' dt2 •• , 10'"-' dtn 

X Q(tl) Q(t2) .. , QUn) + .,. ]t(0). (5.5) 

Now, we may look at Eq. (5.4) as a stochastic 
equation similar to (Ll). If Vet), (5.1), is in fact a 

random perturbation from outside, this corre­
spondence is obvious. Then the expression (5.5) is 
averaged over the ensemble of the stochastic process 
Vet), to give 

(g(t» = <I>(t)g(O) 

== <expo f OU') dt)g(O) , (5.6) 

and so we have 

(f(t» = e L"<I>U)/(O). (5.7) 

<I>(t) defined by Eq. (5.6) may be called the relaxation 
operator for the process net). 

If the initial distribution 1(0) is a delta function 
in the phase space, 

1(0) = fJ(p - Po) B(q - qo), 

the expression (5.7) gives the transition probability 
from (Po, qo) to (p, q) in the time interval t. This 
may be written as the matrix element of the operator 
exp (Lot)<I>(t) in (5.7), namely, 

I(pqt I PoqoO) = (pq leLot <I>(t) I Poqo) 

= J J (pq leL 
0 tip' q') dp' dq' (p' q' I <1>( t) I Poqo), (5.8) 

where the matrix element of <I>(t) is the transition 
probability in the coordinate system moving in the 
unperturbed motion. 

In some cases, the perturbation V is a constant 
interaction within the system, but we may take 
the interaction representation as before, while 
transferring ourselves to the moving system defined 
by Ho. Then the equation of motion becomes (5.4) 
again, and is integrated to (5.5). The perturbation 
net) may be regarded as stochastic if our observation 
is restricted to a certain subspace of the original 
phase space. Let us assume that 

1(0) = II(P, Q I O)/o(p, q), (5.9) 

and 

Lo/o(P, q) = 0, or eL"/o(p, q) = 10(P, q), (5.10) 

where (P, Q) represents the variables in the sub­
space r I under observation and (p, q) those in r 0 

which are dropped out from observation. The distri­
bution !o(p, q) is invariant with respect to the un­
perturbed motion of the system by the assumption 
(5.10) and is normalized to 

f d ro!o(p, q) = 1. (5.11) 

The expression (5.5) is integrated III ro to give 
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gl(P, Q I t) = J d ro expo {L net') dt'} 

X MP, Q I O)fo(p, q) 

= (expo f net') dt)MP, Q 10), (5.12) 

where the average ( > is defined by this equation. 
The assumption (5.10) assures 

(n(tl + t) ... nUn + t» = (nUl) ... nUn». 

The process nCt') in (5.12) may now be regarded as 
a stationary stochastic process. Therefore its relaxa­
tion operator .p(t) is defined in the same way as 
before, by (5.6), and the matrix elements in (5.8) 
give the transition probabilities. 

The above can be immediately extended to 
quantum-mechanical cases. Instead of Eq. (5.2), 
we have the equation of motion for the density 
matrix 

ap/at = (l/ili)[H, pl == (Lo + Ll)p. 

In the interaction representation, 

Equation (5.13) is transformed into 

aui at = n(t)u 

== (l/ili)[e iH ,tl*ve- iH ,tl*, ul 

= (l/ili)[V(t),uj, 

and is integrated to 

(5.13) 

(5.14) 

(5.15) 

u(t) = expo {f net') dt'}p(O) (5.16) 

as before. If the perturbation Vet) is a random 
process, (5.16) is averaged over the ensemble of the 
stochastic process. If V is originally an interaction 
inside the system and some dynamical variables are 
now dropped out from observation, we assume that 

P = PlPO (5.17) 

and take trace over the part Po. If Po is invariant 
under transformation by H o, this will define 

< expo L Q(t') dt) p, 

= Tro expo {L Q(t') dt'}PlPo, (5.18) 

by which Q(t') is now considered as a stationary 
stochastic process. The arguments are parallel to 
the classical arguments. 

6. RELAXATION OPERATOR AND GENERALIZED 
CUMULANT FUNCTION 

Similarly to (2.7), the cumulant function K(t) can 
be introduced by the definition 

.p(t) = (expo f net') dt) 

1 + f dt l (nUl» 

l ' 1" ('--' + ... + dt, dt 2 •• • dtn 
o 0 • 0 

X (n(tl) ... n(tn» + 

expp {f dt l (n(t l ». 

+ 10' dtl 10" dt2 (Q(t l)Q(t2». 

l' 1"-' + ... + 0 dt l ... 0 dtn 

expp K(t). (6.1) 

Since n(t)'s are operators which are not generally 
commutable, the cumulant K is a complex operator. 
The cumulants involve products of n(t)'s, and the 
expansion of expp K(t) in series is a fairly com­
plicated matter. The suffix P specifies a prescription 
for the ordering of n's and cumulants. 

As is discussed in more detail by the author in 
a previous paper,' it is possible to generalize the 
concept of moments and cumulants to noncummut­
ing q-number variables and to generalized expo­
nentials. The important point is that a cumulant 
(nCtl) ... n(t .. »c in (6.1) can be expressed by a sum 
of certain products of lower moments or cumulants 
and the moment of the same order and so every 
cumulant can be successively defined. The concept 
that the operators are "connected" to give non­
vanishing cumulants depends on the definition of 
average and the prescription of ordering. Any 
cumulant will vanish if anyone of the operators in it 
is unconnected with the others in the proper meaning 
of the word "connected." To give a few examples, 
the lower-order cumulants in (6.1) may be explicitly 
written as 

(Q(t». = (Q(t» 

(Q(tl)Q(tZ»c = (Q(tl)Q(t2» - P(Q(tl»(Q(tz» 
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(n(tl) n( t2) n( ta) ) c = (n( t l) n(t2) n( ta» 
- P {(n(tl»(n(t2 ) n(ta»c 

+ (n(t2»(n(tl) n(ta»c 

c. We assume that 

d:~t) = L G(t, t') dt' <f>(t') , (6.8) 

and integrate this as + (n(ta»(n(tl) n(t2»c} 

- P(n(tl»(n(t2»(n(ta», (6.2) <f>(t) = 1 + L dtl f' dt' G(tl' tD<f>(tD 

where P is a certain prescription for the product of 
lower-order cumulants. Such prescription may be 
chosen in various ways. Let us give here a few 
important examples. 

a. The chronological ordering 0 in (5.5) is followed 
for the ordering P. For instance, if the moments 
have the form 

<nUl) ... n(t,,» = A(tl) ... AU,,)!{i(tl , ... tn) 

tl > t2 > ... > t,,(n ~ 2), (6.3) 

where A (t l ) ••• A (tn) are q numbers and !{i(tl .,. tn) 
is a c-number function, the relaxation operator <f> 

is written as 

<f>(t) = expo {L dtl f' dt2 A(tl)A(t2)!{iUI, t2) 

+ ... + f dt l ... 10'"-' dtn A(tl) ... A(tn ) 

X !{icUI ... tn) + ... }. (6.4) 

The ordering 0 means chronological ordering of A (t) 's 
and !{ic(tl, ... tt.) is the nth cumulant constructed 
from the moments !{i(tl ... tm ) (m :::; n). 

b. A generalized exponential with different order­
ing F may be defined by 

d<f>(t)/dt = F(t) <f>(t) , (6.5) 
or 

<f>(t) = expp L F(t') dt' 

l' lt, 
= 1 + 0 dtl 0 dtf G(tl' tD + ... 

+ ... + 10' dtl f' dtf f" dt2 

X 10" dt~ ... 10""-' dt" f" dt~ 
G(tl , tDG(t2, m ... G(tn, t~) + ... 

= eXPG {f dtl f' dtf G(tl' to}. (6.9) 

This defines another kind of exponential with the 
prescription G, which means time ordering and 
elimination of those terms in the expansion which 
have overlapped intervals (t;, tD's. If 

(n(t» = 0 

is assumed, one sees easily that the equation 

< expo 10' nu') dt) 

= eXPG [10' dt l f' dtf {G2(t l , to 

+ GaUl' to + ... } ] (6.10) 

defines the cumulants G's successively. For instance, 

< n( tl ) n(t2) nUa» c = (n( tl ) n( t2) n( ta» 
(n(tl) n(t2) n(ta) n(t4»c = < n(tl) n(2) n(ta) n(t4» 

= expp 10' dt' {FI(t') + F 2(t') + ... }, (6.6) - (n(tl)n(t2»(n(ta)n(t4». (6.11) 

which means the chronological ordering in F's. The 
third cumulant, for instance, becomes 

l ' l' 1" 1" o Fa(t') dt' = 0 dtl 0 dt2 0 dla 

X [(n(tl)n(t2)n(ta» 

- (n(tl» { (n(t2) n( ta» - (nc t2»( n( ta» I 
{ (n(tl) n(ta» - (n(tl»( n(ta» } (n(12» 

{(n(tl)n(t2» - (n(tI»(n(t2»}(n(ta» 

- (n(tl) >( n(t2»( n(ta»]. (6.7) 

The cumulants are obtained by applying the prin­
ciple seen in the example (6.2). They always vanish 
if the variables in them are uncorrelated. 

Equation (6.8) takes a simple form if we have the 
condition 

G(t, t') = G(t - t'), (6.12) 

which is fulfilled if the process net) is stationary. 
Then the Laplace transformation of this equation 
gives 

i'" e-"<f>(t) dt = 8 _1@(8)' (6.13) 
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where 

@(s) = ED e-"G(t) dt 

= s2.5r(S), (6.14) 

.5r(s) being the cumulant function defined by Eq. 
(6.10). 

If the relaxation operator <I>(t) is obtained in 
such a form as (6.6), its long-time behavior is de­
scribed by 

d<l> I dt "" F( ex> ) <1>( t) , (6.15) 

or 

<1>( t) "" exp [tF( ex> )], (6.16) 

which corresponds to (2.14) for the relaxation of a 
modulated oscillator. The operator F( ex» determines 
the long-time relaxation process. 

If <I>(t) is obtained in the form (6.9), with the 
cumulant kernel G(t l - tn, Eq. (6.13) immediately 
gives the important admittance function 

foOO e-·wt<l>(I) dt = iw + 0 _1@(iw + 0)' (fU7) 

In particular, the static admittance is determined 
by @(O), which is generally different from F( ex». 

Only when some condition similar to the narrowing 
condition is satisfied, do they coincide with each 
other. This is in accordance with the results obtained 
by Prigogine and Resibois l and Balescu.6 

An operator process Q(t) may be called Gaussian 
if the relaxation function <I>(t) has the form 

<I>(t) = expp {L dll (Q(tl» 

+ L dl l L' dl2 (Q(tI)Q(t2»C}' (6.18) 

namely, if the cumulant terminates at the second. 
The definition of cumulants depends on the ordering 
prescription P, so does the concept of a Gaussian 
process in this generalized sense. For instance, if 
Q(t) has the form 

Q(t) = A (t)w(t) , (6.19) 

where wet) is simply a c-number Gaussian process, 
<I>(t) as defined by (6.4) becomes, in fact, 

<I>(t) = expo {L dtl 1" dt2 A(tI)A(t2) !f(tl , t2)}' (6.20) 

The ordering 0 prescribes full chronological ordering 
of A (t)'s if they are not commutable. This ordering 

GR. Balescu, Physic a 27, 693 (1961). 

can be changed into other kinds of ordering such as 
(6.6) or (6.9). Then the transformed cumulants are 
no longer so simple. 

When a certain system A, a system of electrons 
for instance, is in contact with harmonic oscillators, 
the interaction V may be of the form 

V = E. (A.b. + A ~b~), (6.21) 

where the b.'s and b~'s are the annihilation and 
creation operators of oscillators and A. and A ~ are 
variables for the system A representing its coupling 
to the oscillator q. If the oscillator system is assumed 
to be in thermal equilibrium, (6.21) gives a stochastic 
perturbation Vet) to the system A. Because of 
harmonicity of the oscillators this provides an 
example of a Gaussian process. 

A Poisson process Q(t) may be defined in the 
same way as (4.5). Its relaxation function can be 
written as 

<I>(t) = exp {(II T.)(eiA - 1»), 

where A is defined by 

e
iA 

= expo {I-: Qpulse(t) dt}. 

(6.22) 

(6.23) 

Such examples are provided by scattering process 
of a particle by short-range scatterers which are 
distributed randomly in space. The master equation 
for a dilute gas system can also be considered in 
this way. It is, of course, possible to extend the 
Poisson limit (6.22) to include higher-order cor­
rections by a sort of cluster or virial expansion as 
used in the Mayer theory of imperfect gases. At the 
same time, it becomes necessary to take account 
of finite duration of each collision. 

If a strong narrowing condition is fulfilled, the 
cumulant expansion in (6.1) may be terminated 
at the second, and furthermore, the long-time ap­
proximation of <I>(t) gives a good approximation. 
This means that the random perturbation is weak 
and effectively incoherent. Then Eq. (5.7) can be 
transformed into 

(dldt)(f(t» = {Lo + r)(f(t» , (6.24) 

where 

r = fooo (LI(t)eL.(t-t')LI(t')e-L.(t-t'» dt'. (6.25) 

This can be seen either by (6.6) or (6.10). r here 
naturally coincides with the familiar result of the 
perturbational calculation in the second order. It 
contains the transition probability in this approxi­
mation and the self-energy part. It also has other 
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parts which often are just ignored but may become 
important under certain circumstances. Thus, (6.23) 
gives, in particular, the well-known transport equa­
tion of electrons in metals, the Bloch equation of 
magnetic spins7 and many other kinetic equations 
commonly used. 

7. SIMPLE EXAMPLES 

A few simple examples may be added just for 
the purpose of illustration. 

a. If the velocity u(t) is regarded as a stochastic 
process, the equation 

ai/at = -u(t)(a/ax)1 (7.1) 

is a stochastic Liouville equation. Thus the relaxa­
tion function is given by 

.p(t) = < exp { - f u(t') dt' :x})' (7.2) 

If, for simplicity, u(t) is assumed to be Gaussian, 
(7.2) becomes 

.p(t) = exp { - (u2
) f dT (t - T)!/I( T) :;2}' (7.3) 

where !/I(T) is the correlation function of u(t). If 
the narrowing condition 

(7.4) 

is satisfied, (7.3) is equivalent to the diffusion 
equation 

with the diffusion constant 

(7.6) 

In (7.4) 6x is the precision in observing the position 
of the Brownian particle. One sees easily that the 
frequency modulation problem (1.1) can be treated 
also by (7.1), in which x is replaced by the phase 
angle O(t) and u by w(t). . 

b. When a Brownian particle is interacting with 
a system of scatterers, which is assumed for sim­
plicity to consist of free particles, the Liouville 
equation is written as 

at _ _ {R ~ + L P. ~ 
at - M ax • max. 

av a ~ av ~}t. 
- ax ap - ~ ax. api (7.7) 

7 F. Bloch, Phys. Rev. 102, 104 (1056). 

In the interaction representation we have the time­
dependent Liouville operator, 

Q(t) = ~ J dq ¢(q) 

X exp{iq.(X + ~ t - Xi - ~ t)} 
. (a a) 

X ~q' ali - api ' (7.8) 

where ¢(q) is the Fourier component of the inter­
action potential for the wavenumber q. If the 
scatterers are assumed to be in thermal equilibrium 
at the temperature T = l/k{3, Q(t) in (7.8) is re­
garded as a stationary stochastic process. For 
simplicity we consider here only the Brownian 
motion of the particle in the momentum space. If 
the scattering potential is assumed to be weak 
enough, the narrowing-limit equation (6.23) can be 
easily calculated. Obviously it becomes a Fokker­
Planck equation 

:t (I) = a~ {D(a~ + (3 :;) }(/) . (7.9) 

The calculation is rather straightforward and so is 
omitted here. The condition to allow (7.9) is 

(7.10) 

where ¢ is the scattering potential, l the force range, 
and a the average distance between the scatterers. 

c. The magnetization vector M of a spin system 
follows an equation of motion of the forma 

dMx/dt = -wM. + Fz , 

dM./dt = wMx + F y , (7.11) 

where M,. and M. are the components in the x-y 
plane, which is perpendicular to the direction of a 
constant magnetic field. Its Larmor frequency 

is modulated to 

w = Wo + lI(t), lI(t) = 'YH'(t) (7.12) 

by a fluctuating field H'. The Liouville equation is 

:~ = [w(My a~x - Mx a~J 
- Fx a~ - F. a~ Jt. 

x • 

(7.13) 

If wet) and (Fx(t) , F.(t» are regarded as stochastic 
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processes, Eq. (7.13) can be treated along the general 
line discussed in Sec. 5. The simplest case is where 
certain narrowing conditions are satisfied, when we 
obtain 

a [ ( a
2 

a
2 

)] at <f> = woL. + AL. + B aM; + aM! (f> (7.14) 

as the diffusion equation in the (M z-M u) plane. Here, 

is the "angular momentum" operator in the 
(Mz-Mu) plane. The diffusion constants A and B 
are given by 

i OO 

(v(O)v(t) dt, 

JOURNAL OF MATHEMATICAL PHYSICS 

B = 1000 (Fz(O)F/t) cos wot·dt 

= 1000 (Fu(O)Fv(t) cos wot·dt. 

Equation (7.14) may be approximated by 

:t (f) = [wo: 0 + (A + :D :;2 
B a a ] + M aM M aM (f)· 

(7.15) 

(7.16) 

The "adiabatic modulation" v(t) gives rise only to 
diffusional motion in 0, whereas the "nonadiabatic" 
perturbation (F z, F u) obviously induces additional 
diffusion in 0 and variation in the amplitude M. 
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A statistical mechanical theory of a dense gas that is not in equilibrium is presented, which is 
completely analogous to the well known theory of a dense gas in equilibrium. In particular, an expan­
sion of the pair distribution function in powers of the density for a gas not in equilibrium is given, 
corresponding with that in equilibrium to all orders in the density, that can be represented by the 
same diagrams. The expansion can be reduced to that derived by Bogolubov, Uhlenbeck, and Choh 
from a solution of the B-B-Q-K-Y hierarchy. The conditions for the validity of the expansion are, 
for an infinite system at not too high density, and after the lapse of some time after t = 0: (1) a 
statistical 88sumption at t = 0; (2) some conditions on the interaction potential; (3) coarse-grained 
distribution functions. A simple generalization of the Boltzmann equation to general order in the 
density is included. Also, the connection with a Master equation for a spatially homogeneous system 
is discussed. 

1. INTRODUCTION 

Asystematic statistical mechanical theory of dense 
gases has already been developed by Bogo­

lubov, Uhlenbeck and Choh.' They consider special 
solutions of the B-B-G-K - Y hierarchy where the 
second- and all higher-order distribution functions 
are functionals of the first distribution function as 
far as their time dependence is concerned. By ex-

1 N. N. Bogolubov, J. Phys. U.S.S.R. 10, 265 (1946); 
Studies in Statistical Mechanics I, (North-Holland Publishing 
Company, Amsterdam 1962, G. E. Uhlenbeck, Higgins 
Lectures, Princeton University (1954); S. T. Choh, and 
G. E. Uhlenbeck, "The kinetic theory of dense g88es," Uni­
versity of Michigan (1958); E. G. D. Cohen, Fundamental 
Problems in Statistical Mechanics (North-Holland Publishing 
Company, Amsterdam, 1962), p. 110. 

panding in powers of the density, these functionals 
can be determined in successive approximation. Due 
to the rapidly increasing complexity of the coeffi­
cients belonging to increasing powers of the density, 
the general structure of these coefficients is not clear. 
The theory is based on two assumptions: (1) For a 
large class of initial conditions after a time con­
sidered long when compared with the duration of a 
collision To, the second- and higher-order distribution 
functions become functionals of the first distribution 
function as far as their time dependence is concerned; 
(2) an asymptotic or boundary condition is postu­
lated for the form of the above-mentioned func­
tionals. 
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In this paper we present a different derivation of 
a density expansion of the pair distribution function 
for a gas not in equilibrium, this derivation employ­
ing the same cluster expansions that are used for a 
gas in equilibrium. Under a number of conditions 
that are given below, this procedure leads, in a 
straightforward and simple fashion, to a density 
expansion of the pair distribution function for a gas 
not in equilibrium. The first three terms of such an 
expansion are derived explicitly, while the generaliza­
tion to the general term is indicated. The first two 
terms of the expansion, in the spatially homogeneous 
case, have already been derived by Green2 using 
cluster expansions in a different way. 

In Sec. III, the correlation with the results of 
Bogolubov, Uhlenbeck and Choh as well as with 
those obtained by Lewis3 on the basis of the hier­
archy, is discussed. In Sec. IV, some remarks about 
the derivation and generalization of a master equa­
tion are made. 

II. EXPANSION OF THE PAIR DISTRIBUTION 
FUNCTION 

We first introduce the basic D functions in terms 
of which we want to expand the first as well as the 
second, (or pair) distribution function. These func­
tions are defined as solutions of the Liouville 
equations, 

aD,(x, ... X.;t)={H( ) D( )1 at ,x, ... X,, • x, ... X.; t , 

or 

aD.(Xl ... x,; t) 
at 

+ X,(x, ... x.)D,(x, ... Xa; t) = 0, 

(8 = 1, 2, ... ,N), 

and can be written in the form 

(1) 

D,(x, ... X,; t) = S~:(XI ... x.)D,(x, ... X,; 0) (2) 

for a given initial condition D,(X, ... x.; 0). 
Here the Hamilton functions H,(X, ... x.) are 

defined as 

• p~ , 
H.(x, ... x,) = ~ 2m + ~<f= ~(ri;)' (3) 

where Xi == qi, Pi (i = 1,2, ... , 8) and the "Hamil­
ton operators" X, (Xl .•• X.) as 

2 M. S. Green, J. Chern. Phys. 25, 836 (1956); Physica 
24, 393 (1958). 

3 R. J. Lewis, J. Math. Phys. 2, 222 (1961). 

X,(X, ... X,) 
• p. a • 
L~'-- LLOi;, ,-I m aq, ,<; 

(4a) 

1 

where 

0,; = a~(ril.).~ + a~(ri,.).~ (4b) 
aqi api aqj ap;' 

and the streaming operators by 

S~:(XI ... x.) = exp [-tx,(x! ... x.)]. (5) 

The solutions of Eq. (1) are normalized such that 

f ... f DN-,(X l ". XN-,; t) dx! ... dXN-, = ~, , 

(6) 

where V is the volume of the system. The D functions 
take the place of the Boltzmann factors in equilib­
rium. They are, however, normalized in a different 
way. To the D functions, we introduce U functions 
in the same way as in equilibrium through the 
relations 

D.(x! ... X.; t) (7) 

so that 

U,(X, ... X.; t) 

= L (-I)k-!(k - I)! II DI(X, ... Xl; t). (8) 
div l 

In Eq. (7), the D functions are written as a sum 
of products of U functions by dividing the group 
of molecules in all possible ways into subgroups 
and by taking the corresponding product of U­
functions for each division. In Eq. (8) the same rule 
applies; a coefficient (-I/-!(k - I)! must be 
added, however, to every division into k groups. 

After the introduction of the basic D and U 
functions for isolated groups of particles, we now 
define the distribution (F) functions, for groups of 
particles in the system of N particles: 

F.(XI ... X.; t) 

= v· f ... f DN(X, ... XN; t) dXS+ l ••• dXN' (9) 

To the F functions we introduce G functions through 
the relations 

F,(XI ... X,; t) (10) 

so that 

G.(XI ... X,; t) 

L (~l)k-l(k - I)! II Fl(x! ... Xl; t). (11) 
div l 
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We now derive an expansion of the F functions in 
terms of the D functions, and in order to do this, 
we first expand the G functions in terms of the U 
functions. This leads, for an infinite system (N, 
V ~ 00, n = NjV = constant), to4 

n'G'(Xl .•• x.; t) = E MXl ... X.i t)n', (12) 
l~. 

where 

1 
MXI ... x.;t) = (l-s)! 

so that in particular we have for s = 1, 

nFI(xl; t) = nGl(xl; t) = UI(Xl ; t)n 

+ f dX2 U2(XIX2; t)n2 

and for s = 2, 

n2G2(xIX2 ; t) = U2(XIX2; t)n2 

U 3(X1X2Xa; t) .= S~;(XIX2X3)D3(XIX2X3; 0) 

- S<':~(XIX2)S~;(X3)D2(XIX2; O)DI(xa; 0) 

- S<':;(XIXa)S~;(X2)D2(XIXa; 0)Dl (X2; 0) 

- S<':;(X2Xa)S~;(Xl)D2(X2Xa; O)D\(xt ; 0) 

+ 2S~;(XI)S~:(X2)S(~;(X3) 
X Dl(xl; 0)D\(x2;0)D\(X3; 0). (16) 

Assuming: 
(1) Repulsive intermolecular potential of finite 

range 0'; 
(2) At t == 0, the D.(XI .•• x.; OJ's show a product 

property whenever the group of molecules 
1 ... s can be divided into two or more groups 
such that the distance between at least two of 
them is larger than a correlation length of the 
order of 0'; 

(3) Distribution functions are considered in a 
coarse-grained sense; 

then for t » To, (the duration of a collision), one 
can replace Eq. (16) by 

iUXl; t) = S~;(xl)Dl(Xl; 0), 

(J2(XIX2; t) = [S<':;(X1X2) - S~!(Xl)S~:(X2) J 

X DI(X1 ; 0)D1(X2i 0), 

+ f dXa Ua(XtX2Xa; t)n
3 + (15) (Ja(XIX2Xa; t) = [S~:(XIX2X3) - S~2;(XIX2)S <.!l(xa) 

These expansions are analogous to the activity 
expansions in the equilibrium case. 

We now want to derive from these expansions, 
in terms of D. functions (s = 1, 2, ... ), an ex­
pansion for the first and second distribution func­
tion in terms of D\ functions alone. In order to do 
this, we first transform the U functions occurring 
in Eqs. (14) and (15) from time t to time t = O. 
Then we make a statistical assumption about the 
D functions at t = O. This assumption, together 
with two others, enables us to express Fl and F2 
in terms of Dl functions. Elimination of the Dl 
functions between F 2 and F I will lead ultimately 
to an expansion of the pair distribution function 
F 2 at time t in terms of the first distribution function 
Fl at time t. 

Transforming then, with Eqs. (8) and (2), the 
U functions occurring in the right-hand side of 
Eq. (14) and (15) to t = 0, one obtains 

UI(Xl ; t) = S~!(xl)Dl(Xl; 0); 

U2(XIX2; t) = S(~;(XIX2)D2(XIX2; 0) 

- S~!(Xl)S~;(X2)DI(XI; 0)Dl (X2; 0); 

• E. G. D. Cohen, Physica 28, 1025, 1045, 1060 (1962). 

- S<':;(XIXa)S<2;(X2) - S<'::(X2Xa)S~:(XI) 

+ 2S~:(Xl)S<2;(X2)S~;(Xa) J 

X D1(x1i 0)D1(X2 ; 0)D1(xa ; 0), (17) 

Substituting Eq. (17) in Eqs. (14) and (15), and 
transforming back again from t = 0 to t, one obtains 
the following expansions for Fl and G2 in terms of 
Dl(t): 

nFt (Xl; t) = (Jt (Xl; t)n + f dX2 (J2(X I X2 ; t)n2 

+ ~! f dX2 f dXa (Ja(XtXzXa; t)n3 + (18) 

n2G2(x1Xl/; t) = (J2(XIX2; t)n2 

+ f dXa (Ja(xtXl/Xa; t)n3 + (19) 

where 

(Jl(Xl; t) = UI(Xl ; t) = Dl(X1 ; t), 

(J2(XIXl/; t) = [S;2)(XIX2) -1]D1(xl;t)Dl(X2il), (20) 

(J3(XtX2X3; t) = [S;a'(XIX2Xa) - S;2)(XtX2) 

- S;2)(XIXa) - S;2)(X2Xa) + 2] 

X D, (Xl; t)Dl (X2; t)Dl (Xa; t), 
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with . 
S~·) (Xl .,. X.) = S~·( (Xl .,. X.), II S~l) (Xi)' 

i-I 

In order to obtain an expansion of F2 in tenns 
of F I, we convert the DI expansion (19) of G2 into 
an FI expansion by eliminating DI(x; t) between 
Eqs. (18) and (19). This elimination procedure cor­
responds to the elimination of the activity z between 
the z expansions of the corresponding equations in 
equilibrium viz. the z expansions of the density n 
and the pair correlation function G2 (r) = g(r) in 
equilibrium which results in a density expansion of 
g(r). For the first few tenns, this can be done by 
solving Eq. (18) for DI(xI; t) in successive approxi­
mation, leading to 

DI(xl ; t) = FI(xl ; t) - n f dX2 

so that for G2 , one obtains the expansion 

n2G2(xIX2; t) = n2 [S~2) (XI X2) - 11FI (Xl; t)FI(X2; t) 

'U2(XIX2; t) = 'lMxIX2; t); 
.-. 0--0 

In (25) we have represented the various 'U and 
'0 operators by graphs; the 'U operators by graphs 
consisting of lines connecting closed points, the '0 
operators by graphs consisting of lines connecting 
open points. The 'O-operator expansion can best be 
defined in terms of its graphical representation. The 
'0 operators are defined then by writing the 'U 

operators as a sum of products of '0 operators, 
which when the 'U, operator is represented by l 
points, then by connecting these l points in all 
possible ways by lines, triangles, etc., a connected 
graph results. 

A difference with the equilibrium case should be 
noted in that unlike the Husimi functions, the '0 
operators do not commute. Therefore, a standard 
order should always be kept in which the '0 operator 

(23) 

Clearly the parameter n is used throughout for 
ordering. This implies that in addition to the 
assumptions listed above, it is always assumed that 
the density is sufficiently low so that the evolution 
of the system proceeds in first approximation through 
binary collisions! 

The general tenn in the F I expansion of G2 can 
be obtained in the following way. We see that the 
U functions can be written in the form of an operator 
'U,(XI ... X,i t) operating on a product of DI func­
tions: 

I 

U,(XI ." X,; t) = 'U,(X1 ... X,; t) II D1(Xi; t). (24) 
i-l 

We remark that the 'U operators are related to the 
s operators in the Same way as the U functions are 
related to the D functions. 

We now introduce to the 'U operators a new set 
of operators, '0 operators that are related to the 
'U operators in the same way as the Husimi func­
tions are related to the U functions in the theory 
of gases in equilibrium: 

(25) 

containing the lowest-labeled molecule precedes those 
with higher-labeled molecules. For a discussion of 
these '0 operators, the read~r is refered elsewhere.4 

Introduction of the '0 operators with (25) and (24) 
into the expansion (18) and (19), leads to an ex­
pansion of FI and G2 with '0 operators, the various 
tenns of which can be represented by the same 
graphs as used in (25). The elimination of the DI 
functions between (18) and (19) can now be effected 
by restricting oneself in the '0 expansion of G2 to 
a subset of all graphs (viz. the 1, 2-irreducible '0 
graphs4) and then by replacing the Dl functions, 
on which the corresponding '0 operators act, by 
FI functions. Then using (10), the following ex­
pansion is obtained for the pair distribution function 
in tenns of the first distribution function: 
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n2F2(XIX2; t) = n2G2(XIX2; t) + n'G1(Xl; t)G1(X2; t) = n2['lMxIX2; t) + 1]F1(xl; t)FI(X2; t) 
x-x 

Here the 1, 2-irreducible graphs are written under­
neath the various tenus. The crosses indicate that 
they act on FI functions instead of on Dl functions. 
If one now makes the additional assumption that 
the interaction potential is such that repeated col­
lisions between the same particles can be neglected, 
if t ----* co, then the S;,) operators can be replaced by 
the time-independent SiS) operators: 

SCO)(X I ••• Xo) = lim S:B)(XI ••• x.), 
,~'" 

and the '0 operators occurring in (26) become inde­
pendent of the time t. Then the whole time de­
pendence of F2 is through FI alone, and F2 has 
become a functional F2(XlX2 I F I (; t)) of FI as far 
as time dependence is concerned. 

Using Eqs. (27), (26), (25), (24), and (20), the 
following expansion is obtained for the functional 
F 2 (X IX2 I FI (; t» in powers of the density: 

F'Z(X1X2 I FI ) = F~OJ (X 1X2 I FI) 

+ nF~1)(xIX2 I FI) + n2F~2J(XIX2 I F I ) + (28) 

where4 

F~Z)(XIX2 I FJ = ;! J dXa J dX4 (SC4)(X1X2XaX4) - SCal(XtX2Xa)[S(Z)(xlxJ + S(Zl(xzX4) + S(2)(XaX4) + 2] 

- S(a)(XIX~4)[SC2)(XIX3) + S(2)(x2xa) + S(2\XaX4) + 2] - s(Z) (xIXZ){ [S(al(xlxaX4
) - SCZJ(xlxa)S(Zl(XlX4) 

- S(2\XIXa)S(2l(xaX4)] + [S(3l(X2XaX4) - S(2)(x2xa)S(Zl(X2X4) - S(Zl(x2Xa)S(Zl(xax4
)] - SCZl(x1xa)SCZl(xlx.) 

- S(2 l(XlXa)S(Zl(xzxJ - S(Zl(xzXa)S(2\xzxJ - S(ZJ(X1X4)S(Zl(xzxa) - S(2\XIX
4
)S(Z\xaxJ 

- S(Zl(xzx4)S(Zl(xaX4) + {2S(2)(xl xa) + 2S(Zl(xzxa) + 2SC2 \XlX4) + 2S(2l(xzXJ 

+ S(2)(XaX4») + 2S(2\XlX2»Fl(XI ; t)Fl(X2; t)Fl(xa; t)FI(X4; t). 

This expansion for Fz( I FI ) when introduced for 
F 2 (XIXZ; t) into the right-hand side of the first hier­
archy equation for Fl(xl; t), leads to the following 
equation for F I : 

aFI(xt ; t) + Pl.aF1 (X1 ; t) 
at m aql 

= n J dX 2 OI2IF~O)(XIXZ I F I) 

+ nF~l) (XI X2 I FI ) + n2 F~2l (XIX2 I F I ) + ... ]. (30) 

This equation, with (29), constitutes a generalization 
of the Boltzmann equation to general order in the 
density, where the contributions of n particle collisions 
are given by the F~n-2)(XIX2 I F I ), which is charac­
terized by all 1,2-irreducible graphs of n points. 

III. DISCUSSION 

In the preceding section, an expansion (26) for 
the pair distribution was derived which can be 
established under the following conditions: (a) 
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TABLE I 

Equilibrium 

(J 
H.(xi ... x.) 

exp [-(JH.(xl ... x.)] 
exp [-(J<P.(ql ... q.)] 

n 

N onequilibrium 

t 
X.(XI ... x.) 
S_,(')(XI ... x.) 
S,(')(XI ... x.) 
nFI(xl; t) 

density low enough so that the time development 
of the system proceeds in first approximation 
through binary collisions; (b) t » To; (c) infinite 
system; (d) statistical assumption at t = 0; (e) some 
conditions on the intermolecular potential a.o. re­
pulsive; (f) coarse-grained distribution functions. 

We would now like to discuss the relation of the 
expansions (26) and (29) with the results obtained 
in a different manner by Bogolubov, Uhlenbeck 
and Chohl and by Lewis.3 

Bogolubov, Uhlenbeck and Choh also obtain an 
expansion of the pair distribution as a functional 
of the first distribution function from a solution of 
the B-B-G-K-Y hierarchy. It can be shown that 
their expansion is identical with our expansion (29). 
This can be demonstrated explicitly for the first 
few terms of the expansions by transforming their 
expressions for F~O)(XIX2 [ F I), F~I)(XIX2 [ F I), 
F~2)(XIX2 [ F l ) into those presented here. A proof 
of the identity of the general terms in the expansions 
cannot be given in this way because the general term 
in the expansion for F 2 (X 1X 2 [ F I ) cannot be written 
explicitly. Therefore one must proceed in a different 
fashion for which we refer the reader elsewhere.4 

Lewis has obtained from the B-B-G-K -Y hier­
archy, a density expansion of the fine-grained 
distribution functions F. at time t in terms of their 
values at time t = O. 

Under the same conditions as listed above, espe­
cially with condition (d), these expansions, and in 
particular those of the first and second distribution 
functions, can be expressed in terms of the FI(xl; 0). 
Elimination of FI(xl; 0) between the expansions of 
Fl(xl; t) and F2(X1X2; t) in terms of FI(x l ; 0) leads 
again to our expansion (26). 

We would like to make a final remark concerning 
the close correspondence between the cluster ex­
pansions used in Sec. II for a gas not in equilibrium 

TABLE II 

Equilibrium N onequilibrium 

and those well known from the theory of gases in 
equilibrium. In fact, one can write down the basic 
nonequilibrium expansion (26) for F2 immediately 
from the known expansion of the g(r) function in 
equilibrium: 

where 

and 
(32b) 

if Table I is used.4 Similarly the nonequilibrium ex­
pansions (18) and (19) for nFl(xl ; t) and n2F 2 (xlX2; t) 
in terms of Dl functions, reduce to the activity ex­
pansions for nand n2g(r) in equilibrium respectively 
by using the Table II. 

IV. MASTER EQUATION IN SPATIALLY 
HOMOGENEOUS CASE 

Several attempts have been made5
•
6 to derive 

and generalize the Boltzmann equation from a 
Master equation. The central problem is to derive 
a Master equation from the Liouville equation in 
a systematic way, taking into account, successively, 
the effect of collisions between groups of an increas­
ing number of molecules; binary collisions, ternary 
collisions, etc. Brout6 has obtained a Master equation 
including only the effect of binary collisions, partly 
by using the classical analogue of the techniques 
which Van Hove employed in a derivation of a 
master equation for a quantum mechanical system.7 

By using similar cluster expansions as in Sec. II, 
one can obtain a generalization of the master equa­
tion derived by Brout, to general order in the 
density: 

aWN(Pl ... PN; t)/at = !2NWN(Pl ... PN; t). (33) 

Here, 

is the over-all, coordinates-integrated N-particle dis­
tribution function. The operator !2N is given by 

!2N = L !22(P1P2) + L !23(P1P2P3) + "', (34) (12) (123) 
----

5 M. Kae, Lectures in Applied Mathematics I (Interscienee 
Publishers, Inc., New York, 1959), p. 109. 

S R. Brout, Physica 22,509 (1956). 
7 L. Van Hove, Physiea 21,517 (1955). 
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where the summations are carried out over all pairs 
of molecules (1 2), all triples of molecules (1 2 3), 
etc. Furthermore, 

so that 

A Master equation of the form (33) does not seem 
to exist for a spatially inhomogeneous system. 

It is interesting to note that the approach sketched 
in this section corresponds to a well-known procedure 
followed in equilibrium statistical mechanics: the 
expansion of the configurational partition function 
in powers of the density, Using Table I and the 
correspondence of QN«(3) and W N(PI ... PN; t), one 
has, for the equation corresponding to (33), in the 
case of equilibrium [one must replace &8~ by S:') 
in (33), and drop t ~ co in (35)], 

aQN((3) / a(3 = - E N«(3)QN«(3) , (37) 
contains the contribution of binary collisions, and where the thermodynamic energy E N«(3) can be 

X [(012 + 01a + 02a)S~a~(XIX2Xa) 
012S::~(XIX2)S~2~(XIXa) 

- S~2~(XIX2) 013S~2~(XIXa) 

- 012S~2~(XIX2) S~2~(X2Xa) 

- S~2~(XIX2) 02aS~2~(X2Xa) 

- 013S~2~(XIXa)S~2~(X2X3) 

- S~2~(XIXa) 02aS~2~ x2xa) 

+ 012S~2~(XIX2) + 0IaS~2~(XIXa) 
+ 02a&2~(X2X3) 1 (36a) 

contains the contributions of triple collisions, etc. 
Conditions under which the Eq. (33) can be 

established are: (a) density low enough that the 
time development of the gas proceeds in first ap­
proximation through binary collisions, (b) t » To; 

(c) a very large system; (d) a strong assumption 
of spatial homogeneity; (e) some conditions on the 
intermolecular potential; (f) coarse-grained distri­
bution function. 

By integrating Eq. (33) over all .momenta but 
one, the generalized Boltzmann equation (30) for 
the special case of a spatially homogeneous system 
can be obtained if, in addition to the above men­
tioned assumptions, a factorization of all distri­
bution functions into single-particle distribution 
functions is assumed. 

written in the form 

L E 2(12; (3) + L Ea(123; (3) + 
(12) (12a) 

with 

E/(12 ... l; (3) 

= f·· . J [d~ V/(ql" 'q/; (3) ] dqz" ·dq//V/-1
, 

where V/(ql ... q/) is the Husimi function for l 
particles. 

It is interesting to note that the close analogy 
between equilibrium and nonequilibrium theories 
which has been established here on the basis of 
cluster expansions, can also be discussed on the 
basis of the B-B-G-K-Y hierarchy, One must use 
in equilibrium, however, a (3 hierarchy that is derived 
from the Bloch equation, instead of the usual equilib­
rium hierarchy derived from the Liouville equation. 

This close analogy between equilibrium and non­
equilibrium theories is ultimately attributable to 
(1) the analogy between the Bloch equation in 
equilibrium and the Liouville equation in non­
equilibrium, and (2) to the fact that at infinite 
temperature «(3 = 0) in equilibrium and at the initial 
instant of time (t = 0) in nonequilibrium, the 
distribution functions have, in both cases, a product 
property3; the physical quantities that characterize 
the system in equilibrium as well as the none qui­
librium system, are the same viz. the range of the 
intermolecular forces and the average distance be­
tween the molecules. 
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The simple physical assumptions on which the familiar linear fluctuation theory is based do not 
carryover to the nonlinear case. In order to treat this case, one has to start from the master equation, 
and expand it in reciprocal powers of a suitable parameter (roughly speaking, the size of the system). 
The successive powers yield first the phenomenological law, next the linear fluctuation theory, and 
subsequently the influence of nonlinearity in successive approximations. The coefficients in the 
expansion are connected with each other by relations of the same type as the fluctuation-dissipation 
theorem in the linear theory. Whether or not these relations are sufficient to uniquely determine the 
coefficients from phenomenological data is not known at present. 

I. FORMULATION OF THE PROBLEM 

CONSIDER the simple electric circuit l of Fig. 1. 
The Ohmic resistance R is in contact with a 

heat bath T. The macroscopic, phenomenological 
law for the potential difference V is, of course, 

dVldt = - VIRC. (1) 

Since this phenomenological equation is linear, we 
shall call this the linear case. Fluctuations are not 
taken into account by the phenomenological law; the 
symbol V has meaning only if fluctuations are 
neglected or averaged out. 

In order to describe the fluctuations about this 
average behavior, one adds a "random electro­
motive force" K(t), 

dVldt = - VIRC + K(t). (2) 

(Langevin equation). K(t) is due to the thermal 
fluctuations in the resistor and is pictured as a 
very rapidly and irregularly varying function of 
time. Such functions can only be described by their 
stochastic properties. For K(t) one assumes the 
properties 

(K(t) = 0 and (K(t)K(t'» = c oCt - t'). (3) 

Here ( ) denotes the average over a time interval 
that is long compared to the fluctuations in K(t) 
but short compared to the macroscopic RC time 
of the circuit. More conveniently one may think 
of it as the average over an ensemble of circuits. 
c is a constant, independent of t or V. The delta 
function is actually a peaked function, whose width 
is the auto-correlation time of K(t). 

From Eqs. (2) and (3) follows immediately for 

c 
FIG. 1. 

the average value of V, which is identified with the 
phenomenological equation (1). The solution is, 
of course, 

(V), = (V)oe-'/RC. 

One also finds from Eqs. (2) and (3), by means of the 
usual calculation of Uhlenbeck and Ornstein,2 

(V2), = (V2)oe-2'/RC + !cRC(1 _ e-2'/RC). 

Since the equilibrium value of (V2) is known to be 
kT IC one must have 

(4) 

The fact that the coefficient c (which only shows up 
in the fluctuations) is fully determined by the 
macroscopic properties of the system, is the founda­
tion of the Einstein relation for Brownian move­
ment, the Nyquist relation, and the fluctuation­
dissipation theorem (see Sec. III). 

Now suppose the linear resistance is replaced by a 
device with a nonlinear I - V characteristic. Then 
the phenomenological law has the form 

dVldt = (l/C)g(V). (5) 
2 G. E. UhIenbeck and L. S. Ornstein, Phys. Rev. 36, 

I First studied in connection with nonlinear fluctuations 823 (1930). [Selected Papers on Noise and Stochastic Processes, 
by D. K. C. MacDonald, Phil. Mag. 45, 63 (1954). See also edited by N. Wax, (Dover Publications, Inc., New York, 
D. Polder, Phil. Mag. 45, 69 (1954) and reference 3. 1954).) 

(dldt)(V) = - (IIRC)(V), 

190 
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The function g(V) characterizes the properties of 
the resistor and will be called the response function. 
Suppose one now tries again to take fluctuations 
into account by adding a random emf, 

dV/dt = -(1/C)g(V) + K(t) , (6) 

where K(t) has again the properties (3). One then 
finds on averaging 

(d/dt)(V) = -(1/C)(g(V». (7) 

This can not be identified with Eq. (5), because 
(g(V» ¢ g«V». 

One might try to adjust this by using a slightly 
different g in (7) than is used in (5), but it is easily 
seen that this does not work. For, one derives from 
Eq. (7): 

(d/dt)(V) = -(1jC){g«V» 

+ t«V2) - (V)2)g"«V» + ",1, 
which shows that, unless g is a linear function, the 
rate of change of (V) depends not only on (V) itself, 
but also on the variance (V2) - (V)2 and on higher 
moments. The physical explanation is that the 
fluctuations take V to different points along the 
characteristic, each of which corresponds to a 
slightly different resistance (Fig. 2). 

An analogous situation prevails if one tries to 
use the Fokker-Planck equation as a starting point 
for the generalization from the linear to the non­
linear case. In the linear case the fluctuations may 
also be described by the linear Fokker-Planck 
equation 

ape V, t) = _1 ~ VP + E aZp 
at RC a V 2 a v2 

, 
(8) 

which is mathematically equivalent with the Lange­
vin equation (2) together with Eq. (3). Here P(V, t) 
is the probability distribution of V at time t. The 
correct value, Eq. (4) for c is again found a posteriori, 
by demanding that the known equilibrium distri­
bution 

P'0( V) = (27rCkT)-1I2 exp [- CV2 j2kT) (9) 

be a solution of Eq. (8). 
Once again one finds from Eq. (8) immediately, 

d f ap 1 dt (V) = Vat dV = -Re (V). 

This suggests that one should describe the non­
linear process [Eq. (5») by a nonlinear Fokker­
Planck equation 

ap(V, t) a 1 a2 

at = av g(V)P + 2 avo f(V)P. (10) 

FIG. 2. 

v 

However, it is again true that from this equation, 
follows Eq. (7), which is not identical with (5). 
[In fact (10) is mathematically equivalent to Eq. 
(6) together with 

(K(t» = 0 and (K(t)K(t'» = tf( V) oCt - t'), 

and is therefore equally unsatisfactory. Moreover, 
if one determines fey) from the condition that r· 
must be a solution, it becomes too complicated to 
be reliable.3

) 

Summary 

In the linear case it was possible to include 
fluctuations by a simple and plausible guess con­
cerning the stochastic properties of the random emf. 
There is no simple and straightforward manner in 
which to make a similar guess for nonlinear systems. 

Various guesses have been made by several au­
thors.3

•
4 It appeared that the result does depend 

on the specific guess made, whereas there was no 
theoretical basis for preferring one guess to the other, 
nor is there experimental evidence. Consequently 
one has to search for a firmer and more fundamental 
starting point. This was found to be the well-known 
"master equation". At first it was used to compute 
the fluctuations in a number of specific models, but 
it now seems possible to give a general method. 

Of course, the master equation cannot be mathe­
matically derived from first principles, but this 
problem is of quite a different nature than the 
problem of finding the correct description of non­
linear fluctuations. In fact, there are models (viz. the 
diode5 and the Rayleigh particle6 for which the 
master equation is clearly obeyed, and yet the 

3 D. K. C. MacDonald, Phys. Rev. 108, 540 (1957). 
4.N. G. vll;n Kampen, Phys. Rev. 110, 319 (1958); R. O. 

DaVIes, Physlca 24, 1055 (1958); M. Lax, Rev. Mod Phys 
32, 25 (1960). . . 

6 C. T. J. AlkeJ?ade, Physica 24, 1029 (1958); N. G. 
van Kampen, PhyslCa 26, 585 (1960) and J. Math Phys 
2, 592 (1961). ,. . 

6 Lord Rayleigh, Phil. Mag. 32, 424 (1891) [Scientific 
Papers 3, qambridge University Press, New York, 1902)] 
473;.F. Zerruke, 3, Handbuch der Physik, edited by S. Fliigge 
(Spnnger-Verlag, Berlin, Germany, 1929) 419; A. Siegel, 
J. Math. Phys. 1, 378 (1960). 
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treatment of their fluctuations has been the subject 
of controversy. This controversy has now been 
resolved. 

II. EXPANSION OF THE MASTER EQUATION7 

The master equation, from which we start, is 

ap(v, t) = I+<>' {W(V I V')P(V', t) at _0> 

- W(V' I V)P(V, t)} dV'. (11) 

Clearly this integro-differential equation for P(V, t) 
is a much more elaborate description of the process 
than the simple differential equation for V [Eq. (5)]. 
The first question is: How is it possible for an 
equation describing the behavior of the probability 
distribution P(V, t) to give rise to a phenomeno­
logical law for V itself? The next question is how to 
extract useful information from Eq. (11) concerning 
the fluctuations. We shall answer these questions 
by giving a systematic approximation method for 
solving Eq. (11), which yields to lowest order, the 
phenomenological law (the next order gives the linear 
fluctuation theory), while the higher orders describe 
the influence of the nonlinearity on the fluctuations in 
successive approximations. 

There exists a well-known expansion of the 
master equation (11), namely the Kramers-Moyal 
expansions 

ap(v, t) = ~ (-If (~)n{ (V)P(V t)} 
at f:t n! av an " (12) 

where the an(V) are the successive moments of the 
magnitude of the jump ("derivate moments") 

an(V) = f (V' - vtW(V' I V) dV'. 

If the jumps are small, i.e., if W(V' I V) decreases 
rapidly with increasing IV - V'I, the successive 
a,,(V) will decrease in size, so that Eq. (12) looks 
reasonable as an expansion. Yet it is not a systematic 
expansion, because it is not a power series in param­
eter. Our task is, therefore, to find a suitable ex­
pansion parameter. 

Consider the electric circuit of Fig. 1. The irregular 
motion of the electrons in the resistor gives rise to 
random fluctuations of the charge Q on the con­
denser, and hence also of the potential V. The 
magnitude of these fluctuations may be estimated 
from their known equilibrium values: 

7 N. G. van Kampen, Can. J. Phys. 39, 551 (1961). 
8 H. A. Kramers, Physica 7, 284 (1940) [Collected Scien­

tific Papers, p. 754 (Amsterdam 1956)]; J. E. Moyal, J. Roy. 
Stat. Soc. B 11, 150 (1949). 

<Cd VYY· = kTIC. 

This suggests that if C is large, the probability 
distribution P(V, t) is sharply peaked, so that it 
is possible to ascribe a pretty well defined unique 
value to V. Consequently, it is reasonable to use 
1/C as our expansion parameter. The result will 
show that this actually leads to a systematic power 
series expansion. 

A similar parameter can be found in other cases. 
One always has an intensive and an extensive 
variable, and the ratio between the two is something 
like the size of system (in this case, the size of the 
condenser). If this size is large, the fluctuations in 
the intensive parameters are small. Hence the 
reciprocal of this ratio is the appropriate expansion 
parameter. In the case of the Rayleigh particle, 
the particle velocity is the intensive parameter, its 
momentum is the extensive parameter, the ex­
pansion parameter is their ratio, i.e., the reciprocal 
of the mass. 

Next we have to find how the various quantities 
in (11) depend on C. As the individual jumps 
in Q will be of the order of an electron charge 
e, the jumps in V are of the order eiC. Hence 
W(V' I V) will fall off rapidly for IV - V'I > elC, 
so that one has an(V) "" (eIC)". Accordingly we write 

an(V) = C-"l3n(V), 

Furthermore, the equilibrium distribution, Eq. (9), 
shows that when dealing with equilibrium fluctua­
tions, one has to treat Vas a quantity of order C-l. 
It is therefore convenient to introduce a normalized 
variable 

x = C1
/

2 V. (13) 

On the other hand, in nonequilibrium situations, 
V consists of a macroscopic value <P, plus fluctua­
tions; accordingly we write 

(14) 

<P will presently be chosen as a suitable function of 
time. Finally, in order to allow for the increase of 
the RC time of the system, we increase the time 
scale by writing 

t = CT. (15) 

This finishes our task of making the dependence 
on C explicit. 

Inserting all this in the Kramers-Moyal equation, 
(12), and collecting the successive powers of Cone 
obtains an equation for the probability distribution 
P(x, T) of x, viz., 



                                                                                                                                    

THERMAL FLUCTUATIONS IN NONLINEAR SYSTEMS 193 

apex, T) _ C1/2 d<l> ap = Cl/2{31(<I» ap 
(17 dT ax ax 

+ i: C-<"'-;)/2 f (m){3~"'_")(<1»(_~)"xm-"p. (16) 
... ~2 m. n~l n ax 

Here (3~m-"J (<I» denotes the (m - n )th derivative of 
(3,,(V) taken at the value V = <1>. 

It is now possible to study the behavior for large C. 
First one must have 

(17) 

which determines <I> as a function of time. To show 
that this equation has exactly the form that one 
would expect for the phenomenological law, it is 
sufficient to note that from Eq. (12) follows 

(d/dt)(V) = -(al(V», 

which for negligible fluctuations is identical with 
Eq. (17). Thus (31(V) is to be identified with the 
phenomenological response function g(V) in (5), 

(31(V) == g(V). (18) 

The remammg terms of Eq. (16) describe the 
fluctuations of V about the value <1>. We shall here 
only consider the fluctuations in the equilibrium 
state, so that we may take <I> = O. The first two 
terms of (16) are 

oP 
-= - :x [{3{x + !C- 1I2{3{'X2 ]P aT 

+ ~ :;2 [(32 + C-1/2{3~XJP 

- :, :;3 [C- 1/2{3aJP + 0(C- 1
). (19) 

The {3{, {3{', {32, are the values of the functions (3,,(V) 
and their derivatives at V = O. The lowest-order 
terms in (19) reproduce the linear Fokker-Planck 
equation (8); they constitute the familiar linear 
theory of fluctuations. Indeed, {3{ is nothing but the 
coefficient of the linear term in the phenomenological 
response function, see (18). 

The next order takes into account the coefficient 
fW, which describes the curvature of the I - V 
characteristic. However, at the same time the third­
order derivative of P enters into the equations. Hence 
it is inconsistent to use a nonlinear Fokker-Planck 
equation (10) for describing the equilibrium fluctua­
tions. 

Summary 

eter (in the present case l/C). For large C, one 
finds first the phenomenological law, then the linear 
theory of fluctuations, and subsequently tlie in­
fluence of nonlinearity in successive orders . 

m. THE CONNECTION BETWEEN FLUCTUATIONS 
AND DISSIPATION 

Equation (19) is not of much use if the coefficients 
{3 are not known. The coefficients on the first line, 
{3{, {3f', {3f", .. , , are the expansion coefficients of 
the phenomenological response function g, and may 
therefore be determined by macroscopic measure­
ments. But the coefficients, {32' {3~, {33 etc., are not 
directly connected with macroscopic experiments. 
In principle they might be determined by more 
subtle experiments, in which the fluctuations them­
selves are observed and measured. However, it was 
first noticed by Einstein (for the case of linear 
Brownian movement), and later by Nyquist, that 
there must exist a relation between the magnitude 
of the fluctuations and the phenomenological law. 
The idea is that the equilibrium distribution 
results from a balance between fluctuations on the 
one hand, which try to move V away from the value 
0, and dissipation on the other hand, which tends 
to move V towards O. Because the resulting equilib­
rium distribution is known from ordinary equilib­
rium statistical mechanics, this provides a relation 
between fluctuations and dissipation. Nowadays, 
this is referred to as the fluctuation-dissipation 
theorem. Similarly, it appears that in our non­
linear case, there exist relations between the {3's, 
such that at least many of them can be computed 
once the {3{, {3i', (3i", ... are known. As these rela­
tions again connect the properties of the fluctuations 
with the function (31(V) == g(V), which determines 
the macroscopic dissipation, they constitute the 
proper generalization of the fluctuation-ciissipation 
theorem of the linear theory. 

In order to derive relations of this type between 
the i3's we note that 

ra(x) = (21rkTr 1l2 exp [-x2/2kT] 

must be a solution of Eq. (19), for any value of C. 
Thus one has 

(d/dx)[-{:J[x exp (-x2/2kT) 

+ !(:J2(d/dx) exp (-x2/2kT)) = 0, 

which yields 

The nonlinear case can be treated by expanding This is the familiar relation (4) of the linear theory. 
the master equation in powers of a suitable param- [Indeed, on comparing (19) with (8), and taking 
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into account (13) and (15), one finds 
and fJ2 = C2c]. 

-(j{ = I/R or detailed balance, which states that W(V I V') 
must have the symmetry property 

For the nonlinear terms in (19), i.e., the terms of 
order C-I, one finds in this way two relations: 

{ja + 3kT{j; + 6ekT)2{ji' = 0, (20) 

and 

{ja + 3kT{j~ = O. (21) 

These two relations do not determine {ja and {j~, but 
they assert that the phenomenological coefficient 
(j{' = 0, which certainly cannot be universally true. 
The answer to this paradox is that there is an addi­
tional complication, which I have not mentioned so 
far. It has been tacitly assumed that the a .. (V) are 
not merely of order C-", but actually proportional to 
C-", so that the (j .. (V) are independent of C. This 
is only correct in simple cases. 

In general one must expect (j,,(V) to contain 
higher orders as well; 

(jiV) = (j",o(V) + C-1{j".I(V) + C- 2{j",2(V) + ., .. 
In particular (jl (V) may be of this form. Hence it 
can no longer be identified with the phenomeno­
logical function g(V), since we arrived at this 
identification by taking C = co. Rather, one has 
now instead of eI8), 

g(V) == (jl,OeV). 

The next term, involving (jl,l' turns up in (19), with 
the result that (21) changes to 

fJa,o + 3kT{j~,o + 6(kT)2{j~:0 + 6kT{jl,1 = O. 

The only effect of this equation is now to determine, 
together with (20), the new coefficient {31,1: 

(31,l = -kT{3{:o. 

The consequences of this complication are serious. 
The terms of order C-! in the equation for P(x, t) 
now involve three unknown coefficients {3a ,0, {3~ ,0' 

(31,l, whereas substitution of r"ex) leads to only 
two relations. It is therefore no longer possible to 
determine all three of them from the known phe­
nomenological coefficients. On the other hand we 
can replace the condition that p e

" must satisfy 
the master equation, by a stronger one. This stronger 
condition is the principle of microscopic reversibility 

WeV I V')r"eV') = WeV' I V)r"cV). 

[This formulation only applies to the case that V 
is an even variable and that the Hamiltonian is 
invariant for time reversal.] It has been shown for 
a rather general model, suggested by D. K. C. 
MacDonald, that with the aid of this principle it 
is possible to determine all three coefficients from 
the phenomenologicallaw.9 It is somewhat doubtful, 
however, if this still remains true in higher ap­
proximations. 

Summary 

In linear approximation, the fluctuations are fully 
determined by the phenomenological law. Whether 
or not this is still true for the general nonlinear case 
has not yet been decided. The study of a model, 
however, shows that the principle of microscopic 
reversibility permits one to determine many, if not 
all coefficients in the equation governing the fluctua­
tions. 

In the linear case it is easy to compute from 
Eq. (8), the auto-correlation function of V and 
hence the spectral density of the equilibrium fluctua­
tions. As c is given by Eq. (4), the resulting expres­
sion depends only on the specific properties of the 
resistor through the phenomenological coefficient R. 
This is the Nyquist relation or fluctuation-dissipa­
tion theorem. It has been asserted by Bernard and 
Callen10 that the spectral density is not affected 
by the non-linearity. However, the exact treatment 
of the model of the diode5 shows that their result 
cannot be correct. In other words, the specific 
formula of the fluctuation-dissipation theorem is con­
fined to the linear approximation, but the general idea 
that there is a connection between fluctuations and 
dissipation remains true in the nonlinear case. It has 
not yet been decided whether or not this connection 
is sufficient to determine completely the noise 
spectrum from the phenomenological dissipation law. 

9 D. K. C. MacDonald, N. G. van Kampen and C. T. J. 
Alkemade, Proc. Roy. Soc. (London) A271, 449 (1963). 

10 W. Bernard and H. B. Calien, Phys. Rev. 118, 1466 
(1960). 
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Hydrodynamics of a Superfluid Condensate* 
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The theory of the condensate of a weakly interacting Bose gas is developed. The condensate is 
described by a wavefunction if;(x, t) normalized to the number of particles. It obeys a nonlinear 
self-consistent field equation. The solution in the presence of a rigid wall with the boundary condition 
of vanishing wavefunction involves a de Broglie length. This length depends on the mean potential 
energy per particle. The self-consistent field term keeps the density uniform except in localized 
spatial regions. In the hydrodynamical version, a key role is played by the quantum potential. 
A theory of quantized vortices and of general potential flows follows immediately. In contrast to 
classical hydrodynamics, the cores of vortices are completely determined by the de Broglie length 
and all energies are finite. Nonstationary disturbances of the condensate correspond to phonons, 
rotons, vortex waves etc. They can exchange momentum with rigid boundaries. This is compatible 
with the vanishing of the wavefunction at a boundary. This condition fully determines the dynamics 
of the system. These points are illustrated by considering the motion of a foreign ion in a Bose gas, 
a rotating container of fluid, and the Landau criterion for superfluidity. 

1. INTRODUCTION 

ASUGGESTION by Onsager, "Vortices in a 
superfluid are presumably quantized; the quan­

tum of circulation is him, where m is the mass of 
a single molecule" occurs as a footnote to a paper! 
dealing with classical vortex theory and with the 
theory of turbulence. In the literature, mention is 
also made of an unpublished remark by Onsager 
at a conference held at Shelter Island the previous 
year. In view of the tremendous significance of the 
idea in the subsequent experimental research on 
liquid helium, we have here almost a record for 
the ratio of significance of a contribution to its 
length.2 The notion of quantized vortices was later 
proposed independently by Feynman,3 who pointed 
out in detail its importance in bringing order into the 
wealth of experimental data on the flow properties 
of liquid helium. The experiments of Hall, Vinen, 
Andronikashvili, and others to hunt down vortex 
lines and to observe their behavior, represents a 
brilliant chapter in recent experimental physics.4 

* Work supported in part by the U. S. Air Force-Office 
of Scientific Research. 

1 L. Onsager, Nuovo Cimento Suppl. 6, 2, 249 (1949). 
2 E. Montroll and L. Onsager pointed out to me that a 

more detailed development of the idea was given in response 
to questions, and is given in the report of the discussion 
following the paper of Gorter at the same conference. 

• R. P. Feynman, Progress in Low Temperature Physics, 
(North-Holland Publishing Company, Inc., Amsterdam, 
1955), Vol. I, Chap. II; Physic a SuppI. 24, 18 (1958). 

4 W. F. Vinen, "Vortex Lines in Liquid Helium II," 
in Progress in Low Temperature Physics, edited by C. J. 
Gorter, (North Holland Publishing 90mpa!lY, Amsterda~, 
1961), Vol. III, p. 1; E. L. Androrukashvih, et al., SOVIet 
Physics-Usp., July, 1961; K. R. Atkins, Liquid Helium (Cam­
bridge University Press, Cambridge, England, 1961); C. T. 
Lane, Superjluid Physics (McGraw-Hill Book Company, Inc., 
New York, 1962). 

It is a very difficult task, and far from complete 
at present, to give a reasonably unified treatment 
of the properties of actual liquid helium from first 
principles. On the other hand one can make con­
siderably more progress with the theory of a system 
of weakly interacting Bose particles or of a dilute 
gas of hard spheres. These systems have been studied 
intensively in recent years. In the present paper, we 
outline the picture that has emerged by sketching 
the derivations for the model of a weakly interacting 
gas of bosons. 

Our starting point is the considerations of London 5 , 
who called attention to the relevance to the helium 
problem of the Einstein consideration of an ideal 
Bose gas: The ideal Bose gas shows a condensation 
as the temperature is lowered. Below a temperature 
Tc = 2.18°K, (for particles of helium mass), there 
is a finite fraction of all the particles in a single 
quantum state. The fraction is (1 - T ITc)!, and 
at absolute zero all particles are in the same state. 
For a system enclosed in a volume n with periodic 
boundary conditions, this is the one-particle state 
(lint) i.e., a plane wave of wave vector zero. One 
can then speak of a long-range momentum ordering. 
Now as one lowers the temperature, liquid helium 
exhibits the transitions gas-ordinary liquid-super­
fluid. London conjectured that the second transition 
was like the ideal Bose gas transition. He was en­
couraged to pursue the gas analogy because the 
"ordinary" liquid helium I has an unusually large 
interatomic spacing as a consequence of the large 

• F. London, Superjluids, (John Wiley & Sons, Inc., 
New York, 1954), Vol. 2. 
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zero-point energy and weak interatomic forces, and 
because it exhibits a gas-like temperature dependence 
of its viscosity. 

These considerations are well known. London's 
associated idea that in liquid helium we have a 
fascinating example of a system in which quantum 
phenomena are manifested on a macroscopic scale, 
has been taken far less seriously. The genesis of the 
idea is that the state into which condensation takes 
place in an ideal gas depends on the boundary con­
ditions; whether one has rigid walls, a cylindrical or 
irregularly shaped container, etc. By manipulating 
the boundary externally we can adiabatically 
change the quantum state. Actually, this idea needs 
a certain refinement when interparticle forces are 
considered. However, in giving precision to the 
London idea, one is led to consider spatially in­
homogeneous condensates (or single-particle states), 
and almost immediately to a theory of quantized 
vortices. The central importance of spatially inhomo­
geneous condensates is illuminated by the study of 
problems such as the rotation of a Bose gas or the 
motion of a foreign ion in a system of bosons. 

These ideas played an essential role in the two­
fluid hydrodynamics of Tisza,6 where the condensate 
appears as a zero-entropy component. The striking 
prediction of second sound as a coupled oscillation 
of super and normal fluids, the explanation of the 
fountain and thermomechanical affects by this 
formulation gave clear guidance to attempts to 
provide microscopic explanations of the properties 
of helium. Landau's introduction of phonons7 cor­
rected the chief inadequacy of the London-Tisza 
approach. His discussion of the criterion for super­
fluidity in terms of the quasiparticle spectra of a 
system, removed the mystery of how superfluidity 
was to be understood on a microscopic basis. 

The work of Bogolyubov8 on the theory of a 
weakly interacting Bose gas which was insufficiently 
appreciated when it first appeared, was an important 
step in harmonizing the correct elements of the 
preceding theories. The superfluid condensate idea 
plays an essential part in his mathematical formula­
tion of the many-boson problem in the quantized 
wave formalism. The condensate is described by 
giving special consideration to one basis function 
in the expansion of a quantized field operator in 
a complete orthonormal set, or alternatively by 
splitting off a c-number part of the quantized field. 

6 L. Tisza, Nature (London), 141, 913 (1938). 
1 L. D. Landau, J. Phys. (U. S. s. R.) 5, 71 (1941). 
8 N. Bogolyubov, J. Phys. (U. S. S. R.) 11, 23 (1947). 

The quasiparticle transformation that yields the 
phonon-roton spectrum is a linear transformation 
of creation and annihilation operators. This formal­
ism lends itself admirably to generalization to the 
case of spatially inhomogeneous condensates. The 
key question is what to choose for the condensate 
wavefunction. Mter this has been decided, the 
machinery of Bogolyubov can be brought into action. 

Here we attack this problem for a system of 
weakly interacting particles by starting with the 
self-consistent field approximation to determine the 
condensate wavefunction. This formulation provides 
one precise mathematical theory that embodies the 
London idea. It removes the unphysical behavior 
of the ideal Bose gas. It should be emphasized that 
the results do not contradict the point of view of 
Landau, Onsager, Feynman, Hall, and Vinen, con­
cerning the behavior of liquid helium. Indeed no 
really new ideas are involved. What we have is a 
simple model which permits a unified, deductive 
approach to the enormous range of phenomena dis­
played by a quantum fluid. The conjectures ad­
vanced in the case of helium can be examined ex­
plicitly and the analysis pushed to consider more 
complex modes of motion. We have a model of a 
fluid which from the mathematical point of view 
is more satisfactory than that of classical fluid dy­
namics. It is suitable for the study of large-amplitude 
disturbances, boundary layer phenomena, and turbu­
lence theory. One of the purposes of the present 
exposition is to bring this model to the attention of 
mathematical physicists. The model also serves to 
bring to the fore, the important but inadequately 
studied question of the relations between the classical 
and quantum treatments of a nonlinear wave theory. 

A number of almost trivial observations play an 
important role. They are all connected with the 
adequacy of the usual quantum mechanical bound­
ary condition on a wavefunction \)f(x j , ••• XN, t) 
to yield a theory of superfluids. Here these conditions 
are applied to a wavefunction if; (x, t) obeying a 
Hartree equation. One point is the key role played 
by a de Broglie wavelength which determines the 
"healing" of the wavefunction and the size of 
vortex cores. A second point is that a nonstationary 
disturbance of the condensate can exchange mo­
mentum with a boundary in spite of the condition 
if; = 0 at the boundary. This is identical with the 
behavior of wave packets in elementary quantum 
mechanics. All disturbances are motions of the 
condensate. Failure to fully appreciate these points 
has prevented wider understanding of the present 
conception of the nature of superfluidity. 
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II. THE SELF-CONSISTENT FffiLD APPROXIMATION 

We begin with the remark that the noninteracting 
Bose gas is an overidealized system that leads to 
highly nonphysical situations. If such a system is 
in a box of length L with rigid walls so that the 
boundary condition is that the wavefunction van­
ishes at the walls, the lowest energy state is (in one 
dimension) 

\fI(x!, ... XN, t) = IT (sin 'lrXi) .-1 L 

( 2)NI2 [. Eat] 
X L exp -~h ' 

h
2 ('Ir)2 

Ea = N 2M L . (2.1) 

This solution, in which all the particles are "con­
densed" in a single-particle state, (2/L)' sin ('lrx/L), 
possesses the absurd feature of exhibiting an enor­
mous density near the center of a macroscopic 
container. It is clear that virtually any kind of 
interparticle repulsions would result in a ground 
state of uniform density everywhere except near the 
walls. The ideal Bose gas is oversensitive to boundary 
conditions. 

A model which treats interparticle forces is there­
fore needed. We take as the one most amenable to 
analysis, the case of particles interacting by weak, 
repulsive two-body forces. Our approach will be 
based on taking self-consistent field theory as the 
first approximation. To be on the safe side we sup­
pose the range of the force to be several times the 
average interparticle spacing, so that the rapidly 
fluctuating forces on a particle are less important 
than the smoothly varying average force. Under 
these conditions one has confidence in starting the 
analysis with the Hartree approximation. We write 

N 

\fI(x!, ... XN , t) ~ II g(Xi' t) 
i=l (2.2) 

where g is a normalized single-particle state. If 
g(x, t) is separable, 

g(x, t) = g(x) exp [-iEt/h], 

it is a candidate for an approximate stationary state 
of the many-body Hamiltonian 

N 2 

H = t; [if + ! t; Vex. - Xj). (2.3) 

It is more convenient to introduce the function 
1/1 = (N)tg with f 11/112 d3x = N so that 11/1 (x, t)12 

is the density of a fluid. In terms of 1/I(x, t) the time­
dependent self-consistent field equation is 

The energy of a stationary state is 

The complex function 1/I(x, t) will be seen to govern 
the behavior of the superfluid condensate of a weakly 
interacting Bose gas.9 In general the analysis is 
considerably simpler if we replace Vex - y) by 
V· 5(x - y). This does not alter the general nature 
of the results for a phenomenon whose characteristic 
length is larger than the range of the force. We will 
often work with the simpler equation 

We now proceed to examine some special solutions 
of this equation appropriate to the description of 
stationary states of the many-body problem. (The 
solutions for the case of rigid walls were given by 
Ginsburg and Pitaevskilo and also by Wu.11 The 
vortex solution is also presented by Ginsburg and 
Pitaevski who point out that the same equation 
occurs in the phenomenological theory of super­
conductivity.12 Vortex solutions in that theory were 
found by Abrikosov.!3 The work embodying the 
present physical application is presented by Pitaev­
ski14 and Gross.15 

9 E. P. Gross, Ann. Phys. 4, 57 (1958); 9, 292 (1960). 
10 v. L. Ginsburg and L. P. Pitaevski, J. Exptl. Theoret. 

Phys. (U. S. S. R.) 7, 858 (1958) [translation: Soviet Phys.­
JETP 34, 1240 (1958)]; 

11 T. T. Wu, J. Math. Phys. 2, 105 (1961). 
12 V. L. Ginzburg and L. D. Landau, Soviet Phys.-JETP 

20, 1064 (1950). 
13 A. A. Abrikosov, Soviet Phys.-JETP 5, 1174 (1957). 
14 L. P. Pitaevski, J. Exptl. Theoret. Phys. (U.S.S.R.) 

13, 451 (1961); [translation: Soviet Phys-JETP 40, 646 
(1961)]. 

16 E. P. Gross, Nuovo Cimento 20, 454 (1961). 
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Ground State for a Periodicity Box of Volume n 
The solution is: 

1/1 = (N / n)! exp [-iEt/li], 

NE N (N - 1) J N 
f, = 2: = 2 n V(y) dy == 2 Po V. (2.7) 

The density Po = N /n is constant and the energy 
per particle is the average potential energy. 

Ground State of a System with Rigid Wails 

The solution, 1/1 = (Po)! tanh (x/a) exp [-iEt/lil 
with E = Vpo, a = li/(2ME)i, represents a semi­
infinite system bounded by a rigid wall at x = O. 
The density rises from zero at x = 0 to its uniform 
value in a distance of the order of the de Broglie 
wavelength a. 

The occurrence of this "healing length" is a 
general feature of Eq. (2.6). Since it is central to 
the construction of vortices in the condensate, we 
present an elementary discussion of how it appears. 
The basic equation may be written as 

{E - V 11/In 1/1 = (-li2/2M)V 2 1/1. 

The constant E is fixed as V times the asymptotic 
uniform density Po. Near a boundary, where one 
requires that '" ~ 0, the term V 1"'1 2

.", is negligible 
and 1/1 obeys the free-particle Schrodinger equation. 
Thus 1/1 ,....., sin (x[(2ME)i/li]) , where E has already 
been fixed. The two asymptotic solutions match 
near the first maximum of the sine function. This 
explains the occurrence of this de Broglie length. 

It is easy to find the exact solution in terms of 
elliptic functions for a one-dimensional system con­
fined between rigid walls.10 .11 There is healing be­
havior at both walls. If we have the condition that 
there are N particles in a region of length L, then 
the density in the uniform region differs from 
Po = N/L by a term of order I/L. The same is 
true of E. The physical interpretation is clear. The 
deficiency of particles in a healing layer (or order apo) 
requires a slight excess spread over the entire con­
tainer. On the other hand, if the distance between 
the walls is comparable to the healing length, the 
behavior is quite different. The solution has been 
used to describe the limitations on superfiuidity in 
thin helium films. 

Vortex Line Solutions 

We look next for cylindrically symmetric solutions 

1/I(r, v, z, t) = f(r)e i
#. exp [-iE,t/li], (2.8) 

where p. is an integer and 

J If(r) 12211'1" dr dz = N. 

The equation allows the separation of variables 
and it only remains to prove that there are suitabl; 
solutions of the radial equation for fer). Before doing 
this let us discuss the physical interpretation of the 
wavefunction. We note that Ifl2 is the particle­
number density. The angular momentum is Nlip.. 
The expectation value of the current density at x is 

IJ N j(x) = 2 'It* L {Pi o(x i - x) 
.-1 

+ o(x i - x)p.}'lt dr (2.9) 

- ~ J (.t+V + 3 - 2i 'I' '" - 1/IV1/I ) d x. 

We will define the velocity at a point in the fluid 
as the ratio of two expectation values, the current 
density and number density. We have then 

_ ~ _ _ li_ ( + 1 a", 1 a if; +) lip. 
v. - ",+",2Mi 1/1 -;.a; - -;.a; 1/1 = Mr' (2.10) 

This is the characteristic velocity pattern of a line 
vortex. The definition of an average-velocity field 
that has been chosen satisfies the correspondence 
principle. We have avoided attempting to introduce 
a quantum mechanical velocity operator,16 as it is 
not essential. With the velocity equal to lip./p.r, 
the vorticity is 

1 a 
W z == (curl v)z = - - (rv) = O. 2r ar • (2.11) 

The vorticity is zero everywhere, except possibly 
on the singular line r = O. This is quite similar to 
the classical theory of ideal incompressible fluids, 
where one speaks of an irrotational fluid as long as 
there is no volume vorticity, but only singular lines 
with a circulation about the lines. Here the circula­
tion is 

r = J v.(r dv) = ~ p. ¢ 0, (2.12) 

and is quantized in units of hiM, as suggested in the 
quotation from Onsager that introduces this article. 

We must still see if the radial equation can be 
satisfied. The function fer) satisfies 

E,/(r) = - 2~f U ! (r ~J - ~:]t + Vf If12. (2.13) 

The presence of the centrifugal force term means 
that fer) must tend to zero as r ~ 0 if there is to be 

16 F. London, Rev. Mod. Phys. 17,310 (1945). 
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a finite energy in a given container. However, if 
we require fer) ~ 0 as r ~ 0, we are led back to the 
"healing length" argument. For very sma1l r the 
tenn Vf IW can be neglected and the solution is 

fer) ~ Aj~[(2ME.jh2)trl as r ~ o. (2.14) 

But E. is again given by E. = V Po and 

fer) ~ pi as r ~ (XI. (2.15) 

A first approximation to the solution can be ob­
tained by matching the logarithmic derivatives of 
the limiting fonns. This occurs at a distance r = a 
given by the zeros of (dj,,/dr)[(2ME./h2)lrl = O. 
The result is a "core" size of the order of the healing 
length. Outside the core, the density is essentially 
constant as is the case for a vortex in a classical 
incompressible fluid. 

The most important difference between the quan­
tum and classical vortex theories, (apart from the 
quantization of circulation), is that the structure 
of the quantum vortex is fully detennined. In the 
present Hartree theory, we have a nonclassical 
de Broglie length. This means that the energy of a 
line is finite. To find the energy per unit length of 
a simple vortex, we insert the solution fer) into 
Eq. (2.5). One finds for the delta-function potential 

energy = !L Po In (1.46R). 
length 2M a 

(2.16) 

This result was obtained14 by numerical integration 
of the differential equation. It has the same de­
pendence on the outer radius R as does a classical 
line vortex. In addition to the linear dependence 
of energy on superfluid density, there is a weak 
dependence in the logarithm because of the presence 
of a. The fact that the energy is proportional to the 
length of vortex line implies a tension when the 
length is increased and gives rise to the existence 
of vortex waves. Quantized vortices with jJ. > 1 are 
highly unstable. 

Hydrodynamic Form for the Self-Consistent Field (IS) 

The elementary argument involving the healing 
length is extremely general. We immediately con­
jecture that any steady hydrodynamic pattern of 
a classical ideal fluid should be considered as a 
possible approximate stationary state of the many­
body system. Let us write the complex field function 
if; in a hydrodynamic fonn by introducing the density 
R2 and the velocity potential 8: 

if; = R(x, t) exp [i8(x, t)/hl. (2.17) 

We equate real and imaginary parts of the field 
equations. This yields the continuity equation 

(2.18) 

and the Bernoulli equation 

a8 (V8)2 -a; = 2M + 1I'(x). (2.19) 

Here the pressure 1I'(x) is 

and contains the well-known and peculiar quantum 
pressure tenn (-h2/2M) (\l2R/R). Taking the 
gradient of the Bernoulli equation one finds 

av/dt + (v'V)v = V1I'. (2.21) 

To see the usefulness of the hydrodynamic fonn, let 
us glance back at the simple line vortex solution. 
In the Bernoulli equation, the term (V S)2j2M is 
(h2,l/2M) (l/r2

) and tends to infinity as r ~ O. 
On the other hand, R is the same as the function 
fer) and satisfies 

h2 \l2R h2 jJ.2 

-2M R = -2M r2 + (E, - VR)R. 

The second tenn tends to zero as r ~ 0, and we see 
that quantum pressure tenn cancels (V 8)2 /2M as 
r ~ O. This is simply the hydrodynamic version of 
the healing length argument. On the other hand the 
continuity equation is 

V·(R2 V8) = R2\l28 + V8·VR2 = O. 

For the line vortex, V(R2
) has only a radial com­

ponent, which V 8 has only an azimuthal com­
ponent, so that the two vectors are orthogonal. 
The velocity potential then satisfies Laplace's equa­
tion \l28 = O. For the elementary line vortex, the 
solution of the hydrodynamical equations divides 
neatly into two parts-the solution of Laplace's 
equation and then the solution for R(r). In the 
general case the self-consistent field term guarantees 
that the density R2 will be constant everywhere 
except in concentrated spatial regions. Thus by 
starting with a general solution of Laplace's equa­
tion, we fail to satisfy the continuity equation (and 
the Bernoulli equation) only within a healing length 
of the lines or surfaces of singularity. On the other 
hand, in the immediate vicinity of the line or surface 
of singularity, the self-consistent field tenn is 
negligible and we can use the free-particle Schro­
dinger equation with the condition that the wave­
function vanish on the singular line. For a station-
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ary state we must then satisfy the equation 

for fixed E as one approaches the singular region. 
This fixes the way in which the density R2 approaches 
zero. While we will not try to supply an existence 
proof, it seems reasonable that one can develop a 
solution by iteration. A value of R with the correct 
limiting behavior is used in the continuity equation 
to find an improved Sex) etc. 

III. MOTION OF AN ION IN A BOSON SYSTEM (17 ,9) 

The problem of the self-energy and effective mass 
of foreign ion moving through the system of bosons 
is a striking example of the response of the con­
densate wavefunction to a disturbance. We will 
take as the interaction energy between an ion and 
a Bose particle 

U(r) co r < a, (3.i) 
r > a. 

Here a is a hard-core radius and a is the polariza­
bility of a boson. The Hamiltonian is 

N N 

H = p2/21l + 1: (p~/2M) + 1: U(Xi - q) 
;=1 i-I 

+ ! 1: V(X i - Xi)' (3.2) 
i~; 

Here Il, q, P are the ion mass, coordinate and mo­
mentum respectively. 

Consideration of this problem is inspired by the 
behavior of positive He' ions in liquid helium. IS 

The effective mass seems to be larger than twenty 
He' masses. This is presumably a consequence of 
the relatively long-range polarization force, since 
the effective mass of neutral Hea atoms is the order 
of two to three He 4 masses.19 We will not discuss 
the case of liquid helium,20 but again consider the 
weakly interacting Bose system. The foreign ion 
induces the distortion of the superfiuid state, and 
there is a finite fraction of atoms in a spatially 
inhomogeneous state. However, now the inhomo­
geneity is only relative to the ion, since the actual 
state should be translationally invariant. 

Consider first the lowest state of the system, for 
which the total momentum P + L: Pi has eigenvalue 
zero. A crude approximation is given by the wave­
function 

17 E. P. Gross, Ann. Phys. (to be published). 
18 G. Careri, Progr. Low Temp. Phys. 3, 58 (1961). 
19 R. P. Feynman, Phys. Rev. 94, 262 (1954). 
20 K. R. Atkins, Phys. Rev. 116, 1339 (1959). 

1 N 
'It = t II f(x.; - q), n i=1 

where f is real. We use this trial function to calculate 
the expectation value of the Hamiltonian. Variation 
of the form of fer) leads to the self-consistent field 
equation 

h
2 

( 1 1) . -2' M + ~ \1
2

1/; + U(r)1/; + 1/;(x) 

X J vex - y)1/;2(y) d3y = EoI/I, (3.4) 

where we have introduced 1/;(r) = Nif(r). The func­
tion per) == 1/;2(r) is the probability distribution of 
an atom relative to the ion. We have then an equa­
tion for a particle of mass 1/m* = 11M + 1/,u 
moving in the potential U(r). The effect of the other 
bosons is accounted for by the self-consistent field 
term. As in our earlier considerations, we require 
1/;(r) -+ P~; this fixes Eo as 

The function 1/1 is zero at the core r = a, It rises more 
steeply than in the "healing" calculation since the 
curvature is now determined by Eo - U(r) and in 
the situation of interest I U(r = a) I » Eo. In the 
intermediate region, 1/;(r) is determined by the inter­
play of three terms in the energy functional. There 
is first the kinetic energy density 

!h2(~ +~) IVI/I/2, 

which must be kept as small as possible, and so 
acts to prevent rapid changes of 1/; over extensive 
regions. Second, there is the interaction energy 
density U(r)1/;\ entering with a negative sign, and 
so favoring as high a density as possible in the 
region where the polarization potential is appreciable. 
Finally there is the boson-boson energy density 
which is a quadratic functional in the particle 
density-with the delta function interaction it is 
! V p2. Even with the total neglect of the kinetic 
energy contribution the boson-boson term holds the 
polarization term in check. Minimizing the energy 
with just these two terms leads to 

1/12 ~ [Eo - U(r)]IV = Po - U(r)IV. 

We define a distance b by /U(b)/ = Eo; the nature 
of the solution is critically determined by the ratio 
of b to the core size a. If b I a » 1 there is an extended 
spatial region where /U(r)/ » Eo and where the 
density ,...,l/r'. In that case one expects the particle 
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density to rise from zero at r = a to a large value 
in a distance small compared to b, to turn over and 
to fall off as does l/r" until near b it approaches Po. 

To treat the case of a moving ion we look for 
states of the form 

1 N 

'l'(k) = n2 exp (tk·q) II Mx, - q) 
;=1 

X exp [isk(x, - q)/Ii], (3.5) 

where fk and Sk are real functions. 'l'(k) is an eigen­
function of the total momentum with eigenvalue 
lik. Sk(Y) represents the velocity potential of the 
flow of atoms relative to the ion. It is to be deter­
mined, together with fk' by functional variation of 
the ~xp~ctation value of the energy. For slowly 
mOVIng Ions fk can be taken as the function f(x) 
discussed earlier. Then sex) obeys the continuity 
equation 

(if + ;)V(PV S) = ; (k + J sVp d
3
x )VP' (3.6) 

The problem is to solve for sex) with a density per) 
determined by the polarization potential. By in­
serting the solution in the energy functional we find 
the effective mass from 

e(k) = e(k = 0) + li2e/2mefl • (3.7) 

The solution for the flow has the following features. 
It is quite different from the usual dipolar pattern 
for a rigid sphere moving through an incompressible 
fluid. Just ahead of the ion, the flow velocity is 
equal to, and in the direction of, the ion velocity, 
and falls off as one moves out. However, far in front 
of the ion there is a reversed dipolar flow. Because 
of the attractive polarization force between the ion 
and an atom, the atoms move toward the ion. At 
an intermediate distance from the moving ion there 
is a point of zero radial velocity along the direction 
of motion. The effective mass is given roughly by 

m.ff ~ 1 + M b 3 
J.I M + J.I ~ (47rb Po). (3.8) 

It is thus larger than the total number of atoms 
contained in a volume ·hb3 at normal density. It 
follows that high effective masses are understandable 
in a simple way in the "manipulable condensate" 
approach. 

IV. MOVING BOUNDARIES 

Boundary Condition 

There has been some confusion concerning the 
boundary conditions associated with the superfluid. 

However, if one adopts the London point of view 
that the condensate is described by a single wave­
function, there appears to be no room for am­
biguity. As long as the wall can be treated as having 
no dynamically active degrees of freedom, it must 
be considered as an external time-dependent po­
tential. Indeed, in the self-consistent field approxi­
mation, the system is described by a single-particle 
wavefunction ift(x, t). As regards the boundary 
conditions, the situation is no different from that 
presented by the elementary quantum mechanics 
of a particle in a time-dependent potential. If there 
is no reference system in which the external poten­
tial is static, there are simply no stationary states. 
On the other hand, if there is such a reference frame 
and if the walls can be idealized as infinitely high 
potential barriers, the boundary condition is ift = 0 
at the boundaries in the selected frame. With the 
hydrodynamic representation ift = R exp [is/ii], 
the condition is that the density R2 is zero at the 
boundary. There are no conditions on the velocity 
potential, i.e. on the tangential or normal com­
ponents of the velocity, as would be the case in 
ordinary hydrodynamics. That the ift = 0 boundary 
condition fully determines the motion, follows by 
analogy with elementary quantum mechanics, since 
the nonlinear term Vift liftl2 plays no essential role 
in this type of question. In some cases the infinite 
potential assumption is inadequate and one may 
have to include the Van der Waals attraction be­
tween the atoms of the system and the walls.21 

Rotating Circular Cylinder 

As an example, we examine a Bose gas at absolute 
zero in a perfect circular cylinder (of radius b) 
rotating with angular velocity",. There are then 
stationary states in the rotating frame given by the 
eigenstates of the Hamiltonian H - ",J z. For a 
many-body wavefunction wR in the rotating frame, 
we are presented with the problem 

o J w~{H -",J.}WR dT = 0, J W~WR dT = 1. (4.1) 

We are to find the eigenfunctions and eigenvalues 
and to label them in order of increasing eigenvalues 
E R • In the stationary frame, each such eigenfunction 
corresponds to a wavefunction 

'11. = e''''';'wR(rl, VI, Zl, ... ) exp [-iERt/li] 
(4.2) 

21 C. G. Kuper, .Proc. Intern. Conf. Low Temp. PhY8. 
7th, Toronto, Ont., edIted by Graham and Hallett (University 
of Toronto Press, Toronto, Canada, 1961), p. 516. 
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The expectation value of the energy in the stationary 
system is ER + wJ. where J. is the expectation 
value of the angular momentum. In the Hartree 
approximation the problem is to find the solutions of 

ERy,.R = -2~ V 2 y,.R + Vy,.R Iy,.RI 2 
- w( -ih :Jy,.R 

J li'R 12 d3
x = N, Y;R(r = b) = O. (4.3) 

We remark that to obtain the stationary states does 
not directly answer the question of what will happen 
to such a system when the container is actually 
set rotating. We return to this consideration shortly. 

One solution of Eq. (4.3) is Y;R = (N /fJ)i exp 
[-iERt/hJ. This is true everywhere except in a 
healing layer near the boundary r = b. We will 
not try to write the exact solution that includes 
the boundary effect. The important point is that Y;R 
is independent of v and also of w. The wavefunction 
in the stationary system is then the same as Y;R' 
Since Y;R is real, the velocity potential is zero and 
this can be interpreted as saying that the super­
fluid is at rest. 

On the other hand, we can refer to the problem 
of the ideal Bose gas (without the self-consistent 
field term, i.e., V = 0) for guidance. This has been 
studied carefully by Blatt and Butler.22 The solution 
corresponding to that of the previous paragraph has 
all the particles in a zero angular-momentum state. 
The radial function has no modes but the boundary 
condition at r = b forces the large unphysical density 
variation characteristic of the ideal Bose gas. On 
the other hand we do get an important clue from 
the ideal gas. When w reaches a value 4.45 h/ Mb 2 

(a very small angular velocity), the lowest eigen­
value of H - wJ. is a state in which each particle 
has unit angular momentum for which the density 
vanishes along the axis of the container. But with 
the self-consistent field, this corresponds to a single 
vortex about the axis of the container. This is indeed 
a solution of Eq. (4.3), except in the healing layer 
near the wall. It corresponds to a value of E R, 

ER = W/2M)p In (b/a) + Vp - h-rr. (4.4) 

Thus if w > (h/2M) p In (b/a), the value of ER is 
lower than for the state where the superfluid is at 
rest. One can look at the vortex state in the labo­
ratory frame. It corresponds to a stationary state 
of angular momentum Nh and energy ER + hw. 
The fluid is hardly moving near the container walls. 

For an ideal Bose gas at absolute zero, the system 

22 J. Blatt and S. T. Butler, Phys. Rev. 100, 476 (1955). 

makes a series of abrupt transitions as w is increased. 
All the particles move to a state of higher angular 
momentum. On the other hand, it is not obvious 
what the lowest eigenstate is for the weakly inter­
acting Bose gas. A single vortex in which each par­
ticle has /L units of angular momentum has an energy 
l times the energy of the simple vortex. It is un­
stable and could decay to form a number of vortices 
which add up to the same angular momentum. Fo~ 
example, /L vortices have a much lower energy, even 
when one includes the extra cores. However, since 
one has the freedom to introduce well separated 
lines or surfaces of singularity almost at will it 
is hard to be certain of the correct flow patt~rn. 
The calculation may be sensitive to the core-energy 
estimate. In the literature, proposals involving 
vortex sheets (which are hydrodynamically unstable) 
as well as parallel filaments have been considered. 

For angular velocities of experimental importance . ' It emerges from all of these proposals that there is 
a large number of singular lines or surfaces. The 
Onsager-Feynman array of packed vortex fila­
ments parallel to the axis of rotation appears to be 
the preferred arrangement, since it minimizes the 
amount of core volume, and simulates rigid-body 
rotation very closely on the average. The preference 
for an arrangement close to rigid-body rotation is 
clear since there is then no kinetic energy in the 
rotating reference frame. H - wJ. is the total 
energy in the rotating frame. Rigid-body rotation 
is forbidden, since with v = c.> x r there is a con­
tinuous distribution of vorticity curl v = 2c.>. For 
example, in the self-consistent field approximation 
the equation of motion does not have such a solution. 
Since v = V S, curl v = 0 except on singular lines 
and surfaces. (We shall see later that the corrections 
to the Hartree theory actually permit volume 
vorticity, but only localized in the cores of vortices. 
This does not affect the present argument.) At 
reasonable angular velocities, a calculation based 
on the vortex filament idea leads to 2M w/h lines 
crossing a unit area normal to the axis of rotation. 
The energy in the stationary system for such an 
arrangement differs from the rigid-body value by a 
fraction of a per cent. 

Mechanism of Entrainment of Supedluid 

The fact that the lowest state involves some dis­
tribution of vorticity does not necessarily mean that 
when a cylinder is accelerated from rest the fluid 
will reach this state. To convert superfltrld from a 
state at rest to a state where a vortex is present 
requires moving an appreciable body of fluid. How-
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ever, nonstationary disturbances in the condensate 
can exchange momentum as they impinge normally 
on a boundary even with the condition !/I = 0 
(cf. Sec. V). Conversely, if the wall has protuber­
ances, (or even if it is not exactly circular) it would 
be expected to excite disturbances in the superfluid 
when the container is in nonuniform rotation. For 
example the disturbances might be large-amplitude 
compression waves. The equilibrium state would 
be expected to be reached by a complicated inter­
mediate process. The experimental situation in 
helium is not entirely clear at present. It has been 
possible to approach the Onsager-Feynman equilib­
rium by cooling from the A point.4 In direct experi­
ments on accelerating the superfluid from rest,4 it 
is much more difficult to produce the equilibrium 
circulation. More extensive experimental and theo­
retical analysis is required. However, we do not feel 
that difficulty in producing equilibrium contradicts 
the Onsager-Feynman definition of the nature of 
the equilibrium. 

It should be noted that the classical field (or 
Hartree) analysis views all excitations as disturb­
ances of the condensate. The normal fluid consists 
of those excitations that are thermally excited at 
a given temperature and come to equilibrium by 
mutual interactions. From this point of view, a 
large-amplitude compression wave is simply a dis­
turbance of the condensate, although, of course, 
'when it breaks up some of the energy ultimately 
becomes normal fluid. 

V. TIME-DEPENDENT HARTREE APPROXIMATION 

We have thus far confined the discussion to 
solutions of Eq. (2.4) of the form !/I (x, t) = 
f(x) exp [-iEt/h] i.e., separable in time and space. 
This provides the security that, at the very least, 
they have the clear quantum mechanical inter­
pretation of approximations to special stationary 
states of the exact many-body system. Of course 
we do not know how good these approximations are, 
(even for the weak smooth potential we have in 
mind). In the case of the excited states, such as a 
vortex line, we have as yet no idea as to the lifetime 
of the states. It has emerged, however, that Eq. (2.4) 
is an interesting hydrodynamical model. In fact, it 
seems to be more satisfactory than the equations 
of an ideal fluid, since the presence of a de Broglie 
length fully determines the structure of vortices. 

It is natural to extend the discussion of Eq. (2.4) 
to include more general space-time solutions. In 
the quantized wave description, the Hamiltonian of 

the many-body system is 

H = 2~ I V~+V~ d3
x + ~ II ~+(x)~+(y) 

X Vex - y)~(y)~(x) d3x d3y, 

where the bold faced operators obey the com­
mutation rules 

[~(x), ~+(y)] = o(x - y), [~(x), ~(y)] = 0, 

and we are interested in eigenstates of the number 
operator N = f ~+~ d3x. The Heisenberg equation 
of motion is 

The proposal9 is to study the operator equation of 
motion as a classical wave theory, and then to 
establish the relevance of the results to the quantized 
wave description of the many-body system. The 
classical wave theory is closely related to the time­
dependent Hartree approximation. 

In a classical theory, after one has exact solutions, 
the next natural step is to study the small oscilla­
tions about the exact solution. If we write 

!/I(x, t) = exp [-iEt/h]{f(x) + r,o(x, t) I, (5.1) 

the linearized equation of motion for ({,(x, t) is 
(using the feature that f is an exact solution), 

iliip = -2~ 'fr,o + r,o I Vex - y) if(yW d3y 

+ f(x) J vex - y)lf(y)r,o +(y) + f*(y)r,o(y) I d3y. (5.2) 

This is a linear integer-differential equation for the 
complex function ({'(x, t). One may look for the 
normal modes and proper values. An alternative 
form for the small oscillation theory can be obtained 
from the hydro dynamical form. With Sex, t) = 
- Et + So(x) + sex, t), we find in linear approxi­
mation 

a_p 1 
at - M V(po\l S + p\l So) 

as 1 -- iii = M \l So' \l S 

- !L [1., \l2(~) + ji ~J !. 
2M Po Po Po Po 2 

+ I vex - y)p(y) day. (5.3) 
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Disturbances in a Condensate with Periodic 
Boundary Conditions 

For the special case of the uniform ground state 
with periodic boundary conditions Po = (N /n)l and 
So = 0, the equations reduce to 

aj) = 1 2-

at -M Po\! S 

as 
--= _iLl \!2jj 

4M Po at 

+ J vex - y)jj(y, t) d3y. 

The solutions are of the form j) ex: ei(k.z-.,,) 

(5.4) 

h
2
w

2 = (~;;r + P~k h2e. (5.5) 

This is the famous Bogolyubov quasiparticle spec­
trum.8 At long wavelengths w ~ k(po Vo/M)i, yield 
ing a sound dispersion relation. As k ~ (X) , w ~ 

hk2 /2M, which is a free-particle dispersion relation. 
Here the Bogolyubov quasi particles are interpreted 
as small-amplitude density waves of the superfluid 
condensate. This interpretation gives rise to the 
question, vital for the microscopic picture of the 
Tisza two-fluid model, of when motions belong to 
the superfluid and when they are to be assigned to 
the normal fluid. 

Disturbances in the Presence of a Wall 

In an unbounded medium one can form a wave­
packet representing a general small-amplitude dis­
turbance in the condensate. If long wavelengths 
alone are used, the packet propagates as a sound 
pulse with small dispersion. If short wavelengths 
are used the propagation is highly dispersive, as 
for free particles in quantum mechanics. In either 
case, if the underlying condensate were uniform up 
to a wall, the disturbance could be directed as a 
wall. It would be reflected and a net momentum ex­
change would occur, compatible with the condition 
that the amplitude of the disturbance is zero at the 
wall. Of course, in the presence of a wall, the con­
densate has the variable density p = Po tanh2 (x/a). 
Long-wavelength disturbances are hardly affected by 
this variation. Disturbances made up of wavelengths 
short compared to a, can be thought of as having a 
variable frequency which tends to he/2M as p ~ 0 
near the wall. They therefore reflect as free-particle 
wavepackets. 

A detailed study of this process could be made by 
studying the spectrum of Eq. (5.2) with f(x) = 

p~ tanh (x/a). It has, however, not yet been carried 
out. 

Large-Amplitude Plane Waves9 

It is possible to find solutions of Eq. (2.4), of 
the form 

!/I(X, t) = exp [-iEt/h] exp [i(Mv·x/h)]4>(x - It). 
(5.6) 

They represent a combination of a mass flow of the 
superfluid and a large-amplitude disturbance. The 
disturbance becomes static in a suitable reference 
frame. Such solutions are compatible with a re­
stricted class of initial value problems, and it would 
be instructive to study the stability characteristics. 
However, it is more difficult to find solutions satisfy­
ing boundary conditions. It would be instructive to 
have solutions representing the excitation of large­
amplitude compression waves of the condensate by 
an oscillating boundary. 

Small Oscillations of a Vortex Line 

We turn next to the small-oscillation spectrum of 
the system when a single vortex is present. Here, 
P = po(r) is given in Eq. (2.13) and So = h". The 
spectrum has two branches, the vortex waves, and 
the scattering solutions. 

A. Vortex Waves 

These are solutions in which jj and S have the de­
pendence jj = A (r, t'J)e i 

(kz-w I), S = BCr, v)e i 
(kz- wI), 

S = BCr, v) ei(kz-Wl), i.e. they are waves traveling 
along the vortex line. The physical origin lies in the 
fact that the energy of a vortex line is proportional 
to its length, so that a deformation produces a re­
storing force. These excitations are "bound" states 
in which the functions ACr, II) and B(r, II) decay to 
zero as one moves out from the line center. The 
characteristic decay length is l/k. 

The oscillations of a vortex line in an incompres­
sible fluid were discussed by W. Thomson.23 The 
hydrodynamic equations used were 

div v = 0, 

av/at + (v'V)v = -Vp, (5.7) 

where p is the pressure. He found that undamped 
circularly polarized waves represented by 

ii, = V,Cr) cos kz sin (wt - p), 

ii. = V/r) cos kz cos (wt - ,,), 

ii. = V.(r) sin kz sin (wt - ,,), 

p = Per) cos kz cos (wt - ,,), (5.8) 

are possible. 

23 W. Thomson, Collected Works (Cambridge University 
Press, London, 1910), Vol. 4, p. 152. 



                                                                                                                                    

HYDRODYNAMICS OF A SUPERFLUID CONDENSATE 205 

The corresponding problem for the superfiuid was 
studied by Pitaevski on the basis of Eq. (5.2). 
The waves have similar characteristics to those 
found by Thomson. Pitaevski finds for long wave­
lengths, 

w ~ (he/2M) In (l/ka). (5.9) 

The perturbation in velocity falls off more rapidly 
than the density perturbations. 

The Onsager-Feynman hypothesis has found its 
most dramatic confirmations in experiments in­
volving vortex waves. 

B. Scattering Solutions 

Far from the vortex line center, the superfiuid 
is hardly moving. There exist disturbances which 
go over into the Bogolyubov excitations at large 
distances. By a suitable choice of boundary con­
ditions one can find eigenfunctions of Eq. (5.2) 
which provide a stationary-state description of the 
scattering of an excitation by a vortex line. The 
theory is simple in the limit of phonons when the 
wavelength is large compared to the size of the 
vortex core. In that case, the density variation in 
the core of the underlying condensate can be neg­
lected. The solution is then quite similar to the 
scattering of sound waves by a vortex line in a 
classical compressible fluid. This problem has been 
studied by Pitaevski.24 

The continuum solutions are important in de­
termining quantum corrections to the energy of a 
vortex line. If the system is enclosed in a large 
cylinder and one requires that the wavefunctions 
vanish on the container walls, a standing-wave 
description is appropriate. The quasi-continuous 
eigenfunctions experience energy shifts in the pre­
sence of the vortex line. The total zero-point energy 
shift then provides a correction to the Hartree 
energy of the vortex.15 This correction is significant 
because it yields a modification of the classical 
energy-dependence on the superfiuid density. The 
knowledge of the precise dependence of the energy 
is important in many problems, particularly in ex­
periments on the pressure variation of flow phe­
nomena. It has, however, not yet been studied in 
any detail, even for the weakly interacting Bose 
gas. The zero-point effects are also responsible for 
spreading the vorticity over the core volume, a 
basic conceptual point. 

24 L. P. Pitaevski, J. Exptl. Theoret. Phys. (U.S.S.R.) 
8, 888 (1959) [translation: Soviet Phys.-JETP 3S, 1271 
(1958)]. 

VI. LANDAU'S CRITERION FOR SUPERFLUIDITY 

Landau's argument is essentially one involving 
degeneracy of quantum states or entropy at rests 
on Galilean invariance. We will amplify his argu­
ment. Suppose W(XI, ... XN) represents an exact 
solution of the many-body Schr6dinger equation for 
the superfluid in a pipe. We assume the pipe to be 
represented by a static external potential. It is 
assumed to be uniform so that W is an exact eigen­
function of the momentum. One can verify directly 
that if W is an eigenfunction of energy E, then 
exp [i(Mv /h)· L: x.lw is also an eigenfunction of 
energy E + N (M v2 /2). It differs from w by a mass 
flow of velocity v. Now let w represent, successively, 
the ground state Wo with energy Eo and an exact 
eigenstate w(k) representing an excitation of wave 
vector k with energy Eo + E(k). It is assumed for 
the sake of concreteness that a wave vector k can 
be used to label the excitations with sufficient 
accuracy. Then one can verify, again by direct 
substitution, that the energies of the corresponding 
states of the moving fluid are Eo + N(Mv

2
/2) 

and Eo + N(Mv2/2) + E(k) - k·v. As long as 
E(k) - k·v > 0 for all excitations, the lowest state 
of the moving fluid is separated from the state in­
volving an excitation. But when v has the value 
E(k)/k, the state involving an excitation moving in 
the opposite direction from the fluid has equal 
energy, and the lowest state becomes degenerate. 
The crucial point is that we are looking for states 
of equal energy but with different total momenta. 
(The momenta are NMv and NMv + hk respec­
tively). The extra momentum is supplied by an 
irregularity in the wall. As noted earlier, an exchange 
of momentum by a static potential such as a rigid 
irregularity is compatible with the vanishing of the 
wavefunction. Landau's argument is a characteristic 
one in statistical mechanics. The perturbation sup­
plies the momentum and provides a matrix element 
to cause the transition, but is assumed so small that 
it does not disturb the labelling of states of the 
system. 

Landau estimates the critical velocity by taking 
the value of k that gives the lowest v. This condition 
(a/ak)(E - k·v) = 0 fixes k as the value at which 
the group velocity dE/dk equals the phase velocity 
Elk. Landau first applied the argument to the 
phonon-roton spectrum. This led to much too large 
a critical velocity (70 m/sec), to explain experi­
mental data. However, it is clear that all the possible 
types of excitations of the system must be examined 
to find the ones excited at the lowest velocities. 

It would be satisfying to have a detailed illustra-
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tion of the mechanism of the breakdown of super­
fluidity. For example, one might examine, using the 
classical field theory, the case of fluid passing a 
weak potential barrier. This provides a one-di­
mensional case. At low velocities, the flow should 
be smooth on both sides and through the barrier. 
But at higher velocities, phonon-roton in stability 
should develop and the solutions should show a 
"backwash" of excitations created at the barrier. 
This calculation has not been carried out. However, 
it indicates the close similarity of the problem to 
that of the breakdown of laminar flow in classical 
fluid dynamics. 

With the introduction of vortex lines and rings, 
hope has increased that a detailed understanding of 
critical phenomena can be found. Feynman called 
attention to the possibilities of vortex rings. The 
classical formulas for vortex rings of radius R, 

'Il 
e ~ 27r

2
Rp M2 In (Ria), 

k 2R2 h • ~ 27r P M ' 

imply 

(elk) = (hIMR) In (Ria). 

For a pipe of radius d, the largest ring radius possible 
is also of order d. This gives a dependence of critical 
velocity on pipe radius which is essentially in agree­
ment with experiment, but the absolute value is 
still too large. 

It should be noted that the very existence of 
large vortex rings implies that the critical velocity 
should tend to zero in suitable large channels. This 
prediction presupposes that there is an appreciable 
matrix element to cause the transition. We have a 
similar problem to that of entrainment of superfluid 
in a rotating cylinder. It is not easy to change the 
state of a large volume of superfluid. The critical 
velocity should therefore depend on the pipe geom­
etry and irregularities. Perhaps the specific model 
discussed here can aid in the analysis of the experi­
mental data .. 

VII. EXCITATIONS OF THE CLASSICAL FLUID AND 
THE QUANTUM MANY-BODY PROBLEM 

We have proceeded by taking the classical wave 
equation (2.4) seriously enough to study not only 
special solutions which can be identified as Hartree 
approximations to stationary states, but also more 
general space-time solutions. It is necessary to under­
stand the relations of this classical analysis to the 
actual quantum many-body problem. We start by 

describing in intuitive terms, the picture that under­
lies the formal scheme based on the quantized wave 
representation. 

One expects the small-oscillation spectrum for a 
given inhomogeneous condensate to correspond to 
a quasiparticle spectrum in the many-body theory. 
In the case of the uniform condensate, the oscilla­
tion spectrum was that of the Bogolyubov quasi­
particle theory. However, there are characteristic 
relationships between any classical and quantum 
theory that certainly must appear. An oscillation 
spectrum in quantum theory implies zero-point 
motions and a zero-point energy. The classical 
assumption of infinitesimal oscillations is incom­
patible with the commutation relations. Thus, in 
the quantum theory we must find the imprint of 
the quasiparticle spectrum in the ground state wave­
function. In general' the Hartree approximations 
must be refined to include this effect. 

In the simple Bogolyubov theory the modified 
energy of the ground state is 

Eo = Npo f V(x) d3x 

{ (
h2k2 )} + ! t; hwk - 2M + Po V k • 

It may be interpreted as a Hartree energy plus a 
(negative) shift in total zero-point energy. The term 
!Po 2: V k occurs in the unperturbed spectrum be­
cause there are diagonal elements in the Hamiltonian 
involving the interaction. In the same way, the 
energy of a vortex line relative to the state with no 
line is not just the difference of the simple Hartree 
energies. One must also include the difference of the 
total zero-point energies of the respective excitation 
spectra. 

There are also important changes in the expecta­
tion values when they are recomputed with the 
enriched Hartree wavefunction. The momentum dis­
tribution, which is defined as the expectation value 
of 2:7-1 o(p, - k) (or of nk = a~ak in the quantized 
wave description), retains the special delta function 
occupancy of the k = 0 mode. But this state is 
depleted by an amount that depends on the inter­
action. There is, in addition, a spread of the depleted 
particles over the states with k ~ O. The correlation 
function contains a short-range component as well 
as the long-range order arising from the existence 
of a finite fraction of the particles in a single-particle 
state. In the case of a vortex line, the density expecta­
tion value no longer goes to zero at the line center 
and the velocity deviates from the l/r behavior in 
the core of the vortex. It is found that the vorticity 
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is not zero in the core.16 Thus the Hartree approxi­
mation of concentrated vorticity on a singular line 
is modified to yield a localized volume vorticity. 
The circulation is no longer quantized for a small 
circuit inside the core. Physically, it is the zero-point 
motions of the phonons that prevent strict localiza­
tion of the position of the singular vortex line (node 
of the wavefunction) and hence of the vorticity. 
This is the same physical effect as the Lamb shift 
in quantum electrodynamics.25 

The reason that one can make such a simple 
connection between the classical and quantum wave 
theories is that in both cases a linearization of the 
equation of motion is involved. Furthermore, the 
process of solution can be put in Hamiltonian form. 
Corresponding to a classical solution 

y,.(x) = exp [-iEt/li]{f(x) + cp(x, t)}, 

one can introduce the time-dependent transform 
y,. ~ y,. exp [-iEt/lil to remove the time dependence. 
The Hamiltonian goes over to H - EN. The situa­
tion can be referred to the special solution f(x) by 
the canonical transform y,.(x) ~ f(x) + y,.(x). These 
operations are identical in the classical and quantum 
wave theories. The transformed Hamiltonian 

H'( y,., y,. +) = H(f(x) + y,.(x) , f* + y/(x» 

- E f (y,.+ + t*)(y,. + f) d3x 

then breaks up into a series of five terms, ordered 
according to the number of y,. and y,.+ functions 
occurring. Both the classical and quantum wave 
theories form the main attention on terms at most 
quadratic in the field variables and reduce this part 
of the Hamiltonian to diagonal form by a normal 
mode transformation. 

In the classical theory one appeals to the pos­
sibility of oscillations of infinitesimal amplitude to 
neglect the anharmonic terms, provided the spec­
trum is stable. For small but finite amplitudes, the 
anharmonic terms represent interactions that scatter, 
create and destroy, and shift the frequency of normal 
modes. The finite-amplitude classical theory is in 
fact quite similar to the quantized wave theory 
where the effects of the anharmonic terms are even 
revealed in the ground state. The actual choice of 
the preferred state tex) and of the coefficients of 
the normal mode transformation is affected by time 
averages of the anharmonic terms. Perturbation 
theory can be used to analyze these terms in detail 
in both classical and quantum theories. Beyond the 
linear approximation, there is no clear understand-

2. T. Welton, Phys. Rev. 74, 1157 (1948). 

ing of the degree of correspondence between the 
classical and quantum theories. But we have no 
reason to believe that problems that are difficult 
for classical theory are easy for the quantum theory. 

Our entire discussion has concerned a system of 
weakly repelling bosons at a temperature of absolute 
zero. A small number of quasiparticle excitations 
implies a negligible energy per particle for a large 
system. At a finite temperature, there is a non­
vanishing energy per particle and a finite fraction 
of the total energy carried by quasiparticles. The 
equilibrium statistical properties of a dilute gas of 
hard spheres have been studied in detail by Lee 
and Yang.26 They present no difficulties of principle, 
leaving apart the question of whether the approxi­
mations are adequate in the vicinity of the h point. 

It is harder to give a foundation to the two-fluid 
model. Lee and Yang27 have given a particular 
clear and explicit formulation for the case of a gas 
of hard spheres. The two-fluid theory can be derived 
on the two assumptions that the condensate state 
is to be given special treatment, and that the excita­
tions are in thermal equilibrium with each other. 
There has been a great deal of work by Landau and 
his collaborators concerning the kinetic theory of 
the approach to equilibrium in liquid helium. This 
work, while undoubtedly substantially correct, rests 
on a semiphenomenological foundation. We have no 
derivation from first principles. 

The work of Lee and Yang is easily extended to 
include the more general condensates described in 
this paper. Since we have taken the point of view 
that all excitations are nonstationary disturbances 
of the condensate, we must face the question of 
when a disturbance "belongs" to the normal fluid. 
The problem is particularly interesting for small 
vortex rings and their oscillations, or for waves on 
a vortex line. We take the attitude that two condi­
tions are necessary. First, at any given temperature, 
it is required that excitations are excited with ap­
preciable probability thermally. This requires a 
favorable statistical weight and Boltzmann factor. 
Second, a two-fluid description is possible for 
processes involving characteristic lengths or times, 
large compared to the mean free path or collision 
time for the excitations. It is of course conceivable 
that there are situations where equilibrium is reached 
separately for the members of classes of excitations, 
but there is no equilibrium between different classes. 
In that case, a multifluid hydrodynamics may be 
applicable. 

26 T. D. Lee and C. N. Yang, Phys. Rev. 112, 1419 (1958). 
27 T. D. Lee and C. N. Yang, Phys. Rev. 113, 1406 (1959). 
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This lecture describes certain properties of interacting Bose gases and superconductors which 
have recently been considered at Harvard. It is a brief resume of work by the lecturer, P. C. Hohenberg, 
A. Fetter, R. Lange, and C. De Dominicis, which will be reported in mathematical detail elsewhere. 
It concerns attempts to derive from fundamental principles, several aspects of the macroscopic 
two-fluid model of London, Landau, and Tisza, the Landau phonon spectrum for bosons, and the 
structured condensate envisaged by Onsager and Feynman. The lecture describes new results which 
have been obtained concerning: (1) methods for calculating properties of large, but not necessarily 
infinite, condensed systems at finite temperatures; (2) methods for performing calculations in boson 
systems consistent with current conservation and sum rules; (3) results obtained by these methods 
for the phonon spectrum; (4) more accurate results for the less physical single-particle spectrum at 
finite temperatures; (5) results obtained for the macroscopically structured condensate in rotating 
systems which agree with the macroscopically inferred results of Feynman and Onsager; (6) results 
which treat depletion of the condensate as a result of interaction consistently and verify that none­
theless, the superfluid density, as operationally determined, is not correspondingly depleted; (7) 
methods in which the entropy plays a central role, for casting the macroscopic theory in a form which 
lays stress on the renormalized excitations of renormalized interactions; (8) the almost identical 
features of the mathematics for condensed Fermi and Bose systems; (9) a restatement, in this micro­
scopic transcription, of the Feynman-Onsager argument for flux and vorticity quantization. 

I N a conference dedicated to Lars Onsager for his 
work on irreversible processes, perhaps a greater 

tribute to him is the variety of other topics we are 
discussing to which he has contributed in a funda­
mental way. The subject of this lecture, a systematic 
microscopic approach to systems exhibiting super­
fluidity, bears his imprint in at least four respects. 
Onsager introduced the notion of quantized vorticity 
in liquid helium, he and Penrose suggested what 
is the proper general definition of the condensate 
in an interacting Bose system, and he predicted the 
quantization of flux in superconductors in units of 
hc/2e. Moreover, in the approach to be described, 
the thermodynamics and irreversible behavior of 
superfluid systems are inextricably tied together. 
They are both obtained by calculating self-con­
sistently time-dependent correlation functions which 
are essentially the same ones introduced by Onsager 
in the discussion of irreversible behavior thirty one 
years ago. Pierre Hohenberg, Robert Lange, 
Alexander Fetter, and Cyrano De Dominicis have 
collaborated in various aspects of the work reported 
here. 

In this report our ideas and results will be stressed. 
The manner in which they lead to a practical 
successive approximation scheme will be reported 
in separate publications. 

t This is the manuscript of a lecture delivered at the 
Conference on Irreversible Processes and Phase Transitions 
at Brown University, Providence, Rhode Island, on June 14, 
1962. 

The macroscopic theory of superfluid systems, 
and in particular of superfluid helium, appears to 
be rather well understood. This theory has two 
important facets. The first is the characterization 
of the system, for many purposes, by two additional 
thermodynamic parameters which are generally 
taken to be the relative density and velocity of two 
interpenetrating fluids. This theory, proposed by 
Tisza and Landau, and discussed extensively by 
many authors, may be used to analyze most trans­
port and steady-state phenomena in liquid helium, 
at all but the lowest temperatures and near the 
critical point. Of the two fluids, one, the superfluid 
is supposed to comprise the whole fluid at zero tem­
perature, disappearing at the critical temperature. 

The second feature of this macroscopic descrip­
tion is the possibility of structure in the superfluid. 
This feature has been independently investigated 
by Onsager and Feynman with similar conclusions. 
In partiCUlar, both of them have pointed out the 
possibility of vorticity, and indeed of the quantiza­
tion of this vorticity. They discuss how this vorticity 
may be used to explain the critical velocities in 
liquid helium and the peculiarly normal behavior 
of the surface of a bucket of rotating liquid helium. 
The possibility of each of these facets in super­
conductors, persistence of supercurrents and quanti­
zation of flux, has been confirmed experimentally. 

In the discussion of these phenomena from a 
microscopic point of view, the first important ob­
servation was that of London who noted that some 

208 
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of the qualitative features of liquid helium could 
be understood in terms of the free Bose gas. Indeed 
it is natural to associate the fraction of superfluid 
with the fraction of the Bose gas condensed in the 
lowest-energy single-particle mode. 

The second essential advance in the microscopic 
theory was made by Bogolyubov in 1947. This 
advance consisted in recognizing that, when a mode 
was macroscopically occupied, it was more important, 
in treating the system approximately, to take into 
account nondiagonal features of this macroscopically 
occupied mode than to insist that an approximate 
density matrix consist of eigenfunctions of the num­
ber operator. Indeed, making the crudest approxi­
mation incorporating this feature, he showed that 
the behavior of a Bose gas with weak repulsive 
interactions was modified in an essential way. 
Whereas the energy w required to remove a particle 
of unit mass (we shall also take Ii = 1) and wave­
number k from a noninteracting Bose gas is te, 
the energy necessary to remove a particle from a 
dilute weakly interacting system at zero tempera­
ture is: 

w = !k(e + 2/)1/2 + jJ., 

where jJ. the chemical potential, is approximately 
i = !pv(O) and v(O)/47r the scattering length. To 
the order of this calculation, the density and the 
condensate density are the same and therefore the 
energy necessary to remove a particle of wave­
number k (apart from jJ.) is phonon-like with a 
velocity equal, in this approximation, to the velocity 
expected of compressional sound waves in a system 
with its approximate density-pressure relationship. 
These excitations are therefore naturally identified 
with the phonons which Landau previously intro­
duced as the normal fluid at low temperature. 

Now it was pointed out by Onsager and Penrose 
that in real liquid helium, or in any interacting 
Bose system, the analogy between superfluid and 
Bose condensate was less direct. They observed that 
there was a unique reasonable definition for the 
fraction of condensate. In particular they argued 
that the reduced density matrix of the condensed 
Bose system must take the form 

perr') = (1/I(r) )(1{/ (r/» + 'Y( Ir - r/l), 

where 'Y ---+ 0 as I r - r'l ---+ 00. The condensed mode 
could then have a stationary-state single-particle 
wavefunction (if;(r» associated with it, the fraction 
of condensate being determined by its normaliza­
tion. In fact, the requirement of singlevaluedness 
on this measurable part of the density matrix is 

what leads to quantization of vorticity. Onsager and 
Penrose also observed that the condensed mode must 
be considerably depleted as a result of the inter­
actions. Indeed they estimated that the density (Po) 
of the condensed mode of liquid helium probably 
was only 8% of the total density p at OaK. Since 
in real liquid helium the phenomenological parameter 
P. is equal to p at low temperatures, a microscopic 
theory must distinguish between P. and Po-

By the same token, when depletion is significant, 
there is no compelling reason to expect the single­
particle excitations computed by Bogolyubov to 
coincide with the density excitations or phonons 
discussed by Landau. The Bogolyubov computa­
tion is concerned with an approximate determina­
tion of the dominant excitation energy of the non­
stationary state resulting from the creation or de­
struction of a particle of small wave number k. 
(Only in the crudest approximation, is this state 
stationary.) Landau discussed, and neutron experi­
ments measure, the change in energy when the 
density of particles is altered slightly with small 
wavenumber k. We may make this distinction formal 
in the usual language of the ground-state wave­
function at zero temperature by introducing typical 
ground states of large systems with nand n + 1 
particles, denoted by 'lF~ and 'lF~+ 1 . We then can say 
that the n-particle state 'IF, obtained by applying 
the Heisenberg destruction operator if;k to 'lF~+I, 

need not in its resolution into energy eigenstates, 
contain, for the most part, states which differ in 
energy from 'lF~ by the same amount as the state 'IF'~ 
obtained by applying the operator Pk = Lq if;k-q tif;q 
to 'lF~. If depletion of a macroscopically occupied 
zero-wavenumber mode is negligible in 'lF~+1 and 
the dominant energy eigenstate in if;o 'lF~+1 is 'lF~, 
so that 'lF~ = if;q, 'lF~+1 ,....., n t 'lF~ OqO, the spectral 
resolutions of 'IF'; and 'IF; will coincide. However, 
if 'lF~+1 contains Fourier components other than 
q = 0, or if states of zero momentum other than the 
ground state are more frequently obtained byapply­
ing if;o to 'lF~+\ these spectra need not coincide. 

This distinction is more conveniently and generally 
made in terms of correlation functions. That is to 
say, the positive-definite function 

B(kw) = 2 coth t,BwA(kw) 

= J exp [-tk·r + i(w - jJ.)t]({if;\rt), if;(O)})drdt 

need not, for every k, be a function with the same 
dominating peak (as a function of w) as the positive­
definite function 
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S(kw) = J exp (-a[·r + iwt)( {p(rt), p(O)}). 

One might expect B(kw) to be nonzero in the 
neighborhood of the point w = ck at which the 
function S(kw) describing phonons is peaked, since 
there is no reason for Pk w~ to be orthogonal to 
if;k W~+l. On the other hand there is no a priori 
reason why the overlap of these states need be large. 
There is therefore no a priori reason to believe that 
the crudest approximation-one associating the best 
unique w with each k in the form A (kw) = 

211'Ak ~[w - w(k)] + 211'(1 - Ak) ~[w + w(k)] need 
yield for small k the same w, the compressional 
sound velocity multiplied by k, at which we expect 
S(kw) to be peaked. Indeed, the Bogolyubov finite­
temperature approximation does not give this 
velocity, although it leads to no gap in A[w(k) ~ 0 
for small k.] 

A density fluctuation satisfies particle conserva­
tion: when the density is increased in one part of 
the system it is decreased elsewhere. This property 
leads to what Feynman picturesquely calls backflow. 
With this backflow and momentum conservation, 
one can be sure that the density fluctuations will 
have no gap. They will usually have a soundwave­
like dispersion relation quite apart from whether 
the single-particle excitations have this property. 

While there is no such general argument for the 
function A (kw), there is a different, less general 
argument which Pines and Hugenholz proved in 
each order of perturbation theory. The theorem may 
be stated in the more general form: If in a condensed 
system, the macroscopically occupied mode is 
spatially uniform in any direction, then there will 
be no gap in the long-wavelength single-particle 
excitation spectrum in that direction unless the 
self-energy of the excitations cannot be expanded 
at long wavelengths and low frequencies. Their 
proof is the counterpart of the Van Hove-Hugenholz 
theorem which states that to all orders in Fermi 
systems, w(k,,) = p.. In superconductors, that 
theorem is violated and the self-energy is singular. 
Their method of proof shows that whenever the 
spectrum is calculated from a sequence of non­
singular approximations which involve approximat­
ing the self energy in powers of the potential and the 
noninteracting single-particle propagator, there will 
be no gap in each stage of approximation. An 
example of the theorem is afforded by a system with 
a vortex line in the z direction in the condensate. 
Since the system is spatially uniform in the z direc­
tion, a perturbation calculation of the excitation 

spectrum leads to a spectrum which behaves as 
w ~ ck! In (k./K). We use this illustration to em­
phasize the fact that the theorem says nothing about 
how the spectral peak should move away from zero 
with increasing k, let alone what the velocity c 
should be if the peak behaves as w = ck. As we 
have said, except at absolute zero, even in the 
lowest approximation for the spatially uniform case, 
the velocity of single-particle excitations differs from 
the velocity of sound. The existence of no gap in the 
exact answer is of course consistent with the expected 
lack of orthogonality between Pk w~ and if;k w~+\ i.e., 
with the likelihood that sometimes when a particle of 
momentum k is destroyed, the system will be left 
in a state in which there is one phonon with mo­
mentum k. 

However, this statement is quite different from 
the requirement that the dominant peak lie at this 
position. In particular, there is no reason to reject 
the simplest approximation in some other apparently 
less perturbative self-consistent scheme (in par­
ticular, one which involves perturbation theory in 
powers of real correlations) because it does not 
predict, in its lowest approximation, stable excita­
tions for which w ~ 0 as k ~ O. In fact the prediction 
of a gap can be explained in two ways. The first is 
that the gap is real, the self-consistent scheme being 
an improvement over the scheme in which every­
thing but the condensate is treated perturbatively. 
The second possibility-if the predicted gap is 
smaller than the accuracy of the calculation-is that 
in this respect, the scheme which gives rise to the 
best functions from a thermodynamic variational 
viewpoint is not as accurate as the more strictly 
perturbative scheme. It is of course easy to decide 
in principle. One must recalculate, with the self­
consistent procedure, the best trial function contain­
ing all terms of the order of the predicted gap. If the 
gap does not disappear or at least become reduced 
in size to a term of higher order, it should be taken 
seriously. If the gap persists it must of course imply 
some kind of divergence in the more perturbative 
method, like the one occurring for a superconductor 
in the usual fermion perturbation theory. 

The main purpose of this discussion is to indicate 
how to proceed systematically in the case when 
there are the distinctions between condensate and 
superfluid, and between phonons and single-particle 
excitations which we have explained. In particular, 
we have applied these techniques to treat the follow­
ing boson problem. Both the absence of a gap in 
the observable density correlation function (indeed 
the presence of sound waves with the compressional 
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velocity), and the fact that the spectrum satisfies 
the sum rule 

rOm tanh (~)S(kw)w ~ = pk
2

, 

where p is the total density, must be true even when 
the condensate is depleted. The single-particle ex­
citation spectrum also must satisfy the sum rule 

J dw (3w 
1 = -! tanh - B(kw). 

271" 2 

How does one generate, in a systematic manner, an 
approximation scheme consistent with these physical 
requirements when depletion is significant? We have 
found that the approximation techniques most 
convenient for solving this problem, and more 
generally for describing a two-fluid model, depart 
from the sequence of approximations which auto­
matically lead to no single-particle excitation gap 
in their zeroth approximation. Nonetheless, in the 
first approximation which takes depletion into ac­
count, these approximations predict phonons which 
have the compressional sound velocity, and cor­
relation functions which satisfy the sum rules. 

As we have developed them, these techniques 
exhibit the extremely close parallel between the 
problems of superconductivity and superfluidity. 
Indeed, using this parallel, the distinction between 
condensate and superfluid, which has been resolved 
for the superconductor, ceases to be a problem. In 
the superconductor there is a pair wavefunction 
which is closely parallel to the single-particle wave­
function of the Bose system. The normalization of 
this wavefunction, the number of pairs, is very small 
in the weak coupling limit. It is a more useful 
microscopic quantity than the parameter P.' Still, 
the latter parameter which approaches p at low 
temperatures is connected, in a specified way, with 
the former parameter involving the energy gap. 
Moreover, P. may itself be identified from long wave­
length transport properties of the system. 

A superconductor is a two-component system 
with electrons and phonons. The momentum of 
the electrons themselves is not conserved. The mode 
of the entire system, which is similar to the helium 
phonon mode in the sense that it lies at low fre­
quencies for low wavenumbers, is the lattice phonon 
mode. The dynamic structure function for the 
electrons, satisfies the same sum rule as S(kw) , 
but, because the electron momentum is not con­
served, it has a gap and its dominant peak for long 
wavelengths lies at the plasma frequency. 

If, however, we had a one-component super-

conductor, (a Fermi gas with short range attractive 
interactions), the density correlations of the elec­
trons would have to lie at low energies because of 
conservation of particles and momentum. Because 
of a Pines-Hugenholz theorem, fluctuations in the 
condensate would also possess no gap in this case. 
Not only are these statements satisfied, but the 
absence of a gap comes about in the simplest reason­
able approximation in a manner which strongly 
couples the condensate fluctuations with density 
fluctuations in a system with two fewer or two 
more particles. These modes, which dominate the 
specific heat at sufficiently low temperatures do not, 
however, give rise to the principal peak in the single­
particle spectral function B (k, w). 

In the superconductor it is the pair wavefunction, 
and in the Bose gas the condensate wavefunction 
which is the appropriate quantity for discussing 
phenomena connected with vortices, fllL'';: quantiza­
tion, impurities and the like. The latter function 
satisfies the Schrodinger-like equation which has 
been used by Gross and Pitaevskii to put the 
Onsager-Feynman vortices on a satisfactory basis 
at least for Bose systems with weak repulsive forces. 
The former has been used by Gorkov to make con­
tact with and improve upon the Landau-Ginsburg 
theory. Here again we are immediately led to the 
notion of flux quantization by requiring single­
valuedness of an effective wavefunction. 

With the exception of the calculation of the Bose 
pair-correlation function previously referred to, a 
statement about the single-particle excitations at 
finite temperature, and some results on vortex 
excitations, none of the calculations we have per­
formed on weakly interacting Bose systems is new. 
However, the method is an extremely useful one 
in that it yields a convenient flexible mathematical 
form for treating superfluids and superconductors 
at arbitrary temperatures, and in arbitrary spatially 
nonuniform configurations. For boson systems the 
method reduces for the one-particle propagator to 
the one employed by Belyaev in the spatially uniform 
zero-temperature boson problem. For fermions it 
reduces to the system extensively employed by 
Gorkov with a restriction on spins. 

The idea we apply is best understood in terms of 
a more familiar example. The measurable properties 
in a simple model of a ferromagnet are expectation 
values of products of spin operators. If the calcula­
tion of these expectation values is attempted by 
some kind of coupled differential equation scheme, 
it is necessary to specify a spatial boundary condi­
tion on some of these expectation values since other-
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wise there will be many solutions corresponding to 
different orientations of the ferromagnet. Any kind 
of perturbation scheme implicitly involves the 
assumption that the inversion of all the coupled 
equations is unique. That is to say, it assumes that 
the limiting processes of averaging the coupled 
operator equations over states, and iterating in 
powers of the potential to solve them, can be inter­
changed. This is not true when the differential equa­
tions have many solutions, as they may when there 
are long-range correlations. When this is the case, 
and the averaging process is done before the itera­
tive process, the iterative process does not converge. 
The terms which lead to a lack of convergence are 
sequences of terms which correspond to approxi­
mate expressions for certain functions. In particular, 
they correspond to approximations for fluctuations 
in quantities for which there would have been dif­
ferent solutions if the equations had been solved 
before averaging. Specifically, the quantities having 
large fluctuations are expectation values of products 
of spin operators at different space-time points. 
To derive a convergent approximation scheme with 
these large fluctuations, it is necessary to give these 
quantities a specific set of allowed values. These 
values, however, are among the unknowns. On the 
other hand, we do not wish to calculate them before 
averaging since the whole point of employing cor­
relation function techniques is to save one from 
solving the problem before performing the thermal 
averaging. 

The problem is circumvented in the following 
manner: We calculate the cumulant functions 

(u(rt) - (u(rt), u(r't') - (u(r't') , ... ) 

for a distribution of states specified by a local 
magnetization (which varies macroscopically), as 
well as by a definite energy. That is to say, we 
calculate the correlations in fluctuations of u(r) as 
a functional of the local u(r). We suppose for simpli­
city that the correlations of fluctuations die down 
rapidly enough so that it would not be wrong to 
invert their averaging and the iterative solution 
procedures for them. From these equations we obtain 
approximations for the correlations of fluctuations 
as a functional of the value of (u(r). We then take 
the first equation of the hierarchy and use it to 
solve self consistently for (uer). This equation will 
have many solutions. The thermally averaged cor­
relation functions are then obtained, if desired, by 
averaging over values of (u(r). 

A convenient method for generating these equa­
tions for (u) and the correlations of its fluctuations 

is to introduce an infinitesimal external variable field 
which will energetically favor a particular (u(r». 
In the presence of the field, we can perform the 
thermal averages and go through the interactive 
procedures for computing correlations of fluctuations, 
in the same manner as with a nonmagnetic sub­
stance. It is not, however, the magnetic field which 
interests us, but rather the value of (u(r». It is 
therefore convenient to transfer our attention, at 
an early stage, from equations in which Her) appears, 
to equations in which only (u(r» and its cumulants 
appear. In this manner, we can generate directly 
the set of equations with a mUltiplicity of solutions, 
but where each solution corresponding to a different 
density matrix gives rise to the same thermodynamic 
properties. These solutions are not equivalent, 
there being, in the absence of H, one associated 
with each direction of the spin. The response 
to external disturbances of any of the density 
matrices (which of course still corresponds to ex­
tremely many states of the system) need not be 
the same. If not, we must specify the particular 
density matrix on which the experiment is per­
formed. (For example, in the more relevant situation 
of flux quantization, the number of units of flux 
passing through the superconducting ring must be 
specified.) 

We generate the equations in this form by per­
forming a Legendre transformation from the thermo­
dynamic potential as a functional of the magnetic 
field, to the free energy as a functional of the mag­
netization. The statement that the magnetic field 
vanishes becomes a statement that the free energy 
is minimal as a functional of the magnetization and 
this equation serves to determine the magnetiza­
tion. To this equation is coupled the equations 
which determine the fluctuations of correlations, 
the latter being capable of iterative solution. These 
lead to a scheme of successive approximations, the 
magnetization having to be recalculated self-con­
sistently at each stage. The thermally averaged 
correlation functions can, of course, be obtained by 
performing a final averaging, but as we have indi­
cated, this final averaging is not appropriate for 
describing experiments of a nonthermodynamic 
nature. These ideas are immediately generalized to 
the case where pair or higher correlations of fluctua­
tions must be specified, as for example, in a classical 
turbulent system. They must be applied to specify 
the specific equilibrium configuration characteristic 
of any system which has undergone a phase transi­
tion. 

The method is applicable to any ring of operators 
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whose expectation values characterize the different 
possibilities for measurements in a system. For 
quantum mechanical systems, the simplest way to 
construct such a ring is to use the quantum field 
and its adjoint. Condensation, the analog of ferro­
magnetism, occurs when the field-or in the case 
of superconductors, products of field variables-have 
long-range correlations. 

We can understand this physically in terms of 
the Onsager-Penrose argument regarding the ap­
propriate one-particle density matrix. In this matrix 
the first term (1/ICr»(1/ItCr'» is of order N, and (1/ICr» 
is of order Nt. If we were to average over all the 
different possible equilibrium values of (1/I(r», the 
average value of (1/I(r» would probably be zero 
because of the arbitrary phase of (1/I(r». The value 
of (1/ItCr)1/ICr'» in the larger reducible ensemble would 
be large but it would not cause immediate trouble. 
However, the average of higher correlations would 
behave as higher powers of N and the radius of con­
vergence of any iterative process for finding the 
effect of the potential would be zero. The simplest 
illustration of this trouble is afforded by the non­
interacting boson system for which, in the reducible 
grand-canonical ensemble, we have rigorously 

< 1/I~Cr) 1/I~Cr) 1/IoCr) 1/IoCr» = (p~Cr» 
= 2(poCr»2. 

This property of the correlation functions results 
from the fact that it is really true that grand­
canonical averages satisfy (N2

) = 2(N? for a non­
interacting system. The effect of an infinitesimal 
interaction is to remove these fluctuations and in 
perturbation theory, the formal removal of the 
factor of two in an expansion for the potential 
energy can be said to come about in the lowest 
approximation because 

Clearly, this is an absurd way to perform an iterative 
calculation, and hardly a method which can be 
trusted even if a formal resummation is carried 
out, since it is the unknown real condensate and not 
the unperturbed condensate which must be removed, 
and there may be many permissible values of the 
real condensate. In fact, there is no reason to believe 
that the different (1/I(r» corresponding to equilib­
rium need be spatially uniform. (The Feynman 
picture with closed vortex lines may be likened to 
a domain picture in ferromagnetism.) Finally, there 
is little reason to take the average values of correla­
tion functions in the larger ensemble to mean any-

thing, just as the spin correlation function averaged 
over all systems contributing to the thermodynamics 
does not describe the transport property of anyone 
system. The physical information regarding ade­
quately specified systems is contained in the cor­
relation functions in irreducible representations, each 
of which corresponds to a separate thermodynamic 
phase, characterized here by a possible value of 
(1/I(r) ). 

We determine possible values which the field (1/1) 
may have in a phase self-consistently from succes­
sively more accurate iterative evaluations of its 
cumulants. It is convenient at least to calculate 
the first cumulant self-consistently, and the remain­
ing fluctuations of correlations iteratively to obtain 
forms which satisfy the previously discussed sum 
rules. 

Since the fundamental field is 'it (considered as 
a matrix with components 1/1 and 1/It), the quantity 
corresponding to the magnetic field is an external 
force which creates and destroys particles. We intro­
duce this field, as we do the magnetic field and then 
remove it by a Legendre transformation. There 
remain equations to be solved iteratively for cor­
relations of fluctuations in the quantum field in 
conjunction with equations to determine self-con­
sistently the condensate and its first cumulant, the 
single-particle excitation spectrum. These equations 
are the expression of generalized matrix mass­
operator perturbation theory for fermions, and the 
same kind of perturbation theory with an additional 
equation for the single-particle wavefunction in the 
case of bosons. 

The method by which this procedure can be 
extended is covered in the report of Dr. DeDominicis. 
The procedure described up to this point puts 
calculations with superfluid systems on the same 
footing as calculations with normal systems where 
the effects of the interaction on the self-consistently 
determined time-dependent one-particle phase space 
distribution function are determined in successively 
higher approximations. At this stage the mass or 
energy of excitation has been renormalized. It is 
also possible to eliminate the potential in favor of 
higher correlation functions, (the analog of charge 
or interaction renormalization in elementary particle 
physics.) This is accomplished for superfluids in two 
stages. First a three-point potential is introduced 
which characterizes interactions in which the number 
of excitations is changed, and a Legendre transforma­
tion performed to eliminate this potential in favor of 
the three-point vertex. Next, a Legendre trans­
formation is performed to eliminate the two-particle 
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interaction potential in terms of its conjugate 
variable, the fourth cumulant of the field. In this 
manner, four self-consistent equations for the field 
and its first four cumulants are obtained, each of 
which contains an expansion in powers of the 
renormalized vertices, or three- and four-point 
cumulants of all higher cumulants. The potential, 
mass, temperature, and chemical potential occur 
only linearly as the inhomogeneous terms in these 
equations. These equations comprise an alternative 
exact description of the superfluid in terms of the 
physical excitations and correlations. They lead to 
the correct description of the extended two-fluid 
model together with a renormalized iterative calcula­
tional procedure. Moreover, these equations are 
the stationarity conditions for a functional of the 
distribution functions only (no temperature or 
chemical potential, interaction potential, or kinetic 
energy occur in them), subject to prescribed condi­
tions on the total number of particles and energy. 
The value of this functional at its extreme is what 
one might suspect-the entropy. 

We have examined these equations for bosons 
in the lowest approximation and have shown that 
they lead to the results of Gross and Pitaevskii 
and to the result of Feynman on the number of 
vortices in a bucket of helium. They also lead to 
the results of Balyaev for the single-particle spectrum 
in the spatially uniform case. Finally, they lead to 
no gap at least to order [V(0)]3 in the single-particle 
excitation spectrum at any temperature below the 
condensation point. 

To make these ideas precise, at least to those 
familiar with the field theoretic approach to many­
particle problems, the first two stages of this pro­
cedure for boson systems are summarized using a 
notation which is not the most convenient, but the 
most similar to that employed for normal systems. 
We introduce the generating functional 

exp W[x, U] 

= Tr exp [ -i i-iP {H(E) + Hx(t') + HU(t')} dt,l 
== Tr exp (-(3H)(8)+ 

where H is the ordinary Hamiltonian and 

H X = f dr x.(l')'l';(l'), 

H U 
= f dr !'l';(I)Uii (Il')'l';(l'). 

The quantity (8) + is the ordered exponential ( ) + 

of HX and HU in terms of operators 'l'. which evolve 

in time according to H. The operator 'l' is a two 
component quantity whose components are 'l'l = 1/1 
'l'2 = 1/It • We define thermal averaging with respect 
to the Hamiltonian H + HX + H U according to 

(A) = exp (-W) Tr exp (-{3H)(SA) + , 

and Green's functions 

where 

G",(l) = i[%x~(l)]W = ('l'",(l»; 

G1m(Il') = (['l'I(1)'l'~(1')]+ 
= Gl",(ll') + GI(I)G~(1'); 

C'z ... (ll') = - [0/ oxi(l)][o/ oXm(I')]W, 

xi(l) = T:",Xm(I), 

and Tl is the matrix (~~). 
Also we note the relation 

i oUi:(22) TV = Wii(22) , 

which implies the equality 

t[oGii (22)/oGk(I)] = oGk(I)/oU;;(22). 

We introduce the usual Schrodinger operator 

iG~l(Il') = [iT~i a, + (!V2 + JL)oi;]o(Il') - U;;(ll') , 

where JL is the chemical potential, and Ta the matrix 
(m· 

We next observe that if we define 

Q[('l'), U] = TV [x , U]- i i-iP 
drdtx.(l)G;(l), 

we have 
x.(l) = i(oQ [('l'), U]joG;(l)). 

Thus the condition that X = 0, and hence that 
TV = Q, is achieved by demanding the stationarity 
of Q as a functional of ('l'). For arbitrary X we have 
the equation of motion 

iG~l(Il')G(I') - V12[!G(22) + i%U(22)]G(1) = x(l) , 

where we have surpressed matrix indices and intro­
duced a summation convention for repeated argu­
ments of the functions. The condition of stationarity 
eliminates x from the problem. The possible values 
of ('l') consistent with X = 0 are many-fold, and 
each may be realized. 

The parallel equation for the first cumulant of 
the field is 

iG~l(II)G(Il') = io(1I') 

+ V12 [tG(22) + i%U(22)]G(Il') 

+ v12G(I)io/ oU(22)G\I'). 

The boundary conditions on these equations are 
determined from the fluctuation-dissipation theorem, 
and simply incorporated by using Fourier series 
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in time. We proceed in the canonical manner intro­
ducing the mass operator ~(ll') = G~I(1l') 
O-l(U') and the vertex functions 

r(12; 3) = i[ a~(12) / a U(33)] , 

.1(12; 3) = a~(12) / aG(3) , 

.1T(12; 3) = a~(12)/aG\3), 
V2(12; 34) = a2~(12)/ aG(3) aG

t
(4) , 

and the effective source function 

x(1) + J(l) == iG~1(12)G(2). 
If we were to expand ~ in powers of Go, we could 
guarantee that at each stage the Pines-Hugenholz 
theorem would be satisfied. Instead, we expand ~ 
in powers of G using the equations above. This 
gives us 

i~(ll') = !VI 2[G(22) + G(2)G\2)]a(ll') 

+ vll'G(l)G\l') - v12G(13) r(31'; 2) 

- !vI2G(1)G(23).1(34; 1')0(42), 

-( a -vl2G 13) r(31'; 2) = Vl2 aG(l'5 [G(12)G(2)] 

and 

+ !v12 aG~l') [G(14)G(23)].1\35; 4)G(52) 

= vll,O(ll') + v12G(13).1(34; l')G(32)G(2) 

1 a - - - t + 2 Vl2 aG(1') [G(14)G(23)G(52)].1 (35; 4) 

+ !v12G(14)G(23)G(52)V2(35; 41'), 

J(l) = !vdG(22) + G(2)G\2)]G(1) + v12G(12)G(2) 

+ !v12G(14)G(23).1\35; 4)G(52). 

These equations may be iterated in conjunction with 
the equations for the condensate and the single­
particle excitations. The lowest approximation is 
seen to be the equation of Gross and Pitaevskii. 
The requirement that G(l) be time-independent 
serves to fix the chemical potential. The number of 
particles then determines the normalization con­
dition on G(l), the condensate. The first approxi­
mation to the equation for G(ll') yields, in the 
spatially uniform case, the Bogolyubov spectrum. 
The second approximation in the spatially uniform 
case yields the equations of Girardeau and Arnowitt. 
The depletion in this approximation is for a short­
range repulsive force 

n - no ~ [nov(O)]3/2(37r2rl. 

The function S(kw) is obtained from integral equa­
tions coupling the three- and four-point correlation 
functions. These matrix equations may be shown to 

satisfy the conservation laws and therefore to 
predict no gap using a technique of Baym and 
Kadanoff. They are similar to, but more compli­
cated than, the equations from which Anderson and 
Bogolyubov determined the collective mode of the 
superconductor. The quadratures in their solution 
may be evaluated in the long-wavelength limit. At 
zero temperature they yield the expected results for 
the frequency of phonons 

w = V2Kk{l + (7/67r2
) [nov(O)]i) , 

and for their lifetime 

Imw ~ 3e/6407rno• 

For arbitrary k and temperature, the mode is not 
sharply defined, but the approximate spectral func­
tion satisfies the sum rule. 

The gap predicted in the one-particle excitation 
spectrum in the Girardeau-Arnowitt approximation 
is smaller than the order to which that calculation 
is valid. When all terms of the same order are 
retained, the mode in that spectrum occurs at a 
lower frequency at all temperatures, closing the 
gap. In the nonspatially uniform case, the small 
oscillation frequencies of a vortex line and their 
approximate lifetimes are obtained from the first 
approximation which treats not only G(l) but G(ll'). 
This calculation has been performed and estimates 
of the damping have been carried out. When the 
force is attractive, the self-consistent solutions are 
more complicated, and we have not yet found one 
with which we are completely satisfied. 

It seems appropriate to point out in conclusion 
what was perhaps obvious from the beginning­
namely, that the perturbation-theory approaches 
to the many-boson problem which have been con­
sidered by many authors in the past few years, are 
in fact extremely primitive. They must be extended 
in the various ways we have discussed above, before 
they are rich enough for the discussion of liquid 
helium. When, and only when these extensions are 
made, does the problem take on an appearance in 
which the picturesque qualitative ideas of Onsager 
and Feynman can be quantitatively investigated. 
For example, we are investigating the form of the 
attraction between oppositely directed vortices to 
see whether vortex rings might be energetically 
farorable and whether they have anything to do 
with rotons. It will be interesting to see to what 
extent it will be feasible to calculate and verify 
some of Onsager's and Feynman's more detailed 
ideas about rotons, turbulence, and the phase 
transition. 



                                                                                                                                    

JOURNAL OF MATHEMATICAL PHYSICS VOLUME 4, NUMBER 2 FEBRUARY 1963 
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For a one-dimensional fluid model where the pair interaction potential between the molecules 
consists of a hard core and an exponential attraction, Kac has shown that the partition function 
can be determined exactly in the thermodynamic limit. In Sec. II this calculation is reviewed and 
further discussed. In Sec. III, we show that in the so-called van der Waals limit when the range 
of the attractive force goes to infinity while its strength becomes proportionally weaker, a phase 
transition appears which is described exactly by the van der Waals equation plus the Maxwell equal­
area rule. In Sec. IV the approach to the van der Waals limit is discussed by an appropriate perturba­
tion method applied to the basic integral equation. The perturbation parameter is the ratio of the 
size of the hard core to the range of the attractive force. It is seen that the phase transition persists 
in any order of the perturbation. The two-phase equilibrium is characterized by the fact that in this 
range of density, the maximum eigenvalue of the integral equation is doubly degenerate and that 
the corresponding two eigenfunctions do not overlap. In Sec. V we comment on the relevance of our 
results for the three-dimensional problem. 

I. INTRODUCTION 

I N this series of papers we intend to present a 
new discussion of the old theory of van der 

Waalsl of the continuity of the gaseous and liquid 
states of matter. It is well known that the great 
merit of this theory lies in the fact that it gave the 
first qualitative kinetic interpretation of condensa­
tion phenomena and of the existence of a critical 
point. On the other hand, it has proved very diffi­
cult to make the theory more rigorous and as a 
result the modern theory2 of the equation of state 
of a nonideal gas, has followed more the idea of 
Kamerlingh Onnes to represent all properties of the 
gas as power series in the density-the so-called 
virial expansion. In this way one can take succes­
sively into account the interaction of the molecules 
in pairs, triples, quadruples, etc., and one can derive 
precise expressions for the successive deviations from 
the ideal gas laws in terms of the intermolecular 
potential. Many attempts,3 thus far unsuccessful, 

1 J. D. van der Waals, Dissertation Leiden, 1873. This 
was expanded in the book: Die Kontinuitat des gasfOrmigen 
und jlUssigen Zustandes (Johann A. Barth, Leipzig, Germany, 
1899), 2 volumes. Compare also the monograph by J. P. 
Kuenen, Die Zustandsgleichung (Vieweg, Braunschweig, 
1907). 

2 Due mainly to J. E. Mayer. A summary is given in the 
book by J. E. Mayer and M. G. Mayer, Statistical Mechanics 
(John Wiley & Sons, Inc., New York, 1940), Chaps. 13 
and 14. For a recent account see the monograph by G. E. 
Uhlenbeck and G. W. Ford in Studies in Statistical Mechanics 
(North-Holland Publishing Company, Amsterdam, 1962), 
Vol. 1, Part B. 

3 These also go back to J. E. Mayer; (see reference 2, 
Chap. 14). For a more recent discussion, see K. Ikeda, 
Progr. of Theoret. Phys. (Kyoto) 19, 653 (1958), and 26, 
173 (1961). Much of the motivation came from the analogy 
with the Bose-Einstein condensation, which was pointed out 
by B. Kahn and G. E. Uhlenbeck [Physica 5, 399 (1938)]. 
However, we now believe that this analogy is superficial 
and that there is no real connection between the Bose-Einstein 
condensation and ordinary condensation phenomena. 

FIG. 1. Interaction potential 
""x). 

have been made to construct a rigorous theory of con­
densation phenomena from such expansions. In fact 
we believe that such a construction is very difficult, 
if not impossible,4 and it therefore seems worth­
while to try to reformulate in a more rigorous way, 
the basic ideas of van der Waals. 

We have attempted to do this starting always 
from a one-dimensional gas model, first proposed by 
M. Kac,s for which all calculations can be carried 
out exactly. The model consists of N particles moving 
on a line of length L and interacting in pairs through 
a potential ~(x) which consists of a hard core of 
length 5 and an exponential attraction (see Fig. 1.) 
For this model it is possible to give an exact discus­
sion of the partition function in the thermodynamic 
limit L ~ ro, N ~ ro, l = LIN finite. As shown 
already by Kac, the problem in this limit can be 
reduced to the discussion of a linear integral equa­
tion with a positive definite, Hilbert-8chmidt kernel 
of which the maximum eigenvalue determines the 

4 The difficulties become especially clear in the formulation 
of the condensation problem according to C. N. Yang and 
T. D. Lee, Phys. Rev. 87, 404 (1952). Compare also the 
discussion by G. E. Uhlenbeck and G. W. Ford in Chapter 3 
of the book Lectures in Statistical Mechanics (Proceedings 
of the Summer Seminar, Boulder, Colorado, 1960, published 
by the American Mathematical Society, Providence, Rhode 
Island, 1963.) 

• M. Kac, Phys. Fluids 2, 8 (1959). 
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thermodynamic potential (Gibbs free energy) of the 
system. These results will be recapitulated in Sec. II. 

For finite "Y, that is for a finite range of the at­
tractive force, the system does not show a phase 
transition in agreement with all previously known 
results6 for one-dimensional systems. However, if 
one sets a = ao"y, and then lets"y -t 0, (Le., for a weak 
but very long-range force) so that the integral 

10''' dx ~attr.(x) 
is fini te (we will call this the van der Waals limit), 
a phase transition appears which is described exactly 
by the van der Waals equation 

(1) 

together with the well known Maxwell rule.7 This 
will be shown in detail in Sec. III. 

In Sec. IV, all the eigenfunctions and eigenvalues 
of the Kac integral equation are found in this limit 
by a perturbation procedure with"y8 as the expansion 
parameter. The phase transition appears as a double 
degeneracy of the maximum eigenvalue, and the 
phase transition persists when the perturbation cal­
culation is carried further to any finite power of "y8. 
One should also note that this entire development 
breaks down near the critical point. For the critical 
region, a separate discussion is required which will 
be given in Part III of this series of papers. 

In the last section, we will comment on the 
relevance of our results for the three-dimensional 
problem, and on the relation to the usual derivation 
of the van der Waals equation. 

II. THE KAC INTEGRAL EQUATION 

The partition function for our one-dimensional 
gas is given by 

1 1 [L [L 
Z(L, T, N) = AN'N! 10 .. '10 dt, ... dtN 

X exp [-k;' 2: ~(It. - ti I)J .<, 

1N'_~ [L ... [L dt, ... diN 
A N! 10 10 

6 That there is no phase transition for a one-dimensional 
system with only nearest-neighbor interaction, was shown 
first by F. Gursey, Proc. Cambridge Phil. Soc. 46, 182 (1950). 
This was generalized (with the same result) to the case 
where each molecule interacts with a finite number of neighbors 
by L. Van Hove, Physica 16, 137 (1950). Compare also the 
discussion given by A. Munster in his book Statistische 
Thermodynamik (Springer-Verlag, Berlin, Germany, 1956), 
Secs. 7.7 and 8.8, where one also finds further references. 

7 Also called the equal-area rule. See Maxwell, Collected 
Works, Dover reprint, Vol. II, p. 425. 

X exp [II L e-r1t,-tilj II S(lt. - tii), (2) 
i<i i<i 

with A2 = h2/271"mkT, II = a/kT, 
stepfunction Sex) is defined by 

and where the 

Sex) = {O for 
1 for 

Ixl < 8 

Ixl> 8. 

Since the integrand is symmetric in t l , t2 '" tN, 
and because the hard cores impose a linear order of 
the molecules in L, one can write (2) in the form 

e-
tNIl J J Z(L, T, N) = AN ... dt, .. , dtN 

X exp [~ ~ ~ e-rlti-til} g S(lti +, - tii). (3) 

Also the attractive part of the integrand can~be 
ordered by making use of the identity 

exp [~i~1 exp (-"Y Iti - tii)J 

+'" 

N 

• W(x l) II P(xi I Xi+l, t i +1 - ti), (4) 
;=1 

where 

W( ) 1 [1 2] 
X = (271")' exp -"2X , 

P(x I y, t) = [{271"(1 - e-2 'Y t
) lir1 

(5) 

X exp [-(y - xe-'Yt)2/2(1 _ e-2'Yt)]. 

The motivation and the proof of the identity (4) 
follows from the observation that exp (-"Y It. - ti/) 
is the covariance of a one-dimensional, Gaussian 
Markoff process (the so-called O-U process), but 
of course one can also prove (4) directly. By sub­
stituting (4) into (3) and by making a Laplace 
transformation in L, the integrals over the t. can 
be separated in pairs since clearly 

is of the form 
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has a discrete set of positive eigenvalues A,(S) starting 
from a maximum eigenvalue Ao(S) and converging 
to zero as i ~ (Xl, that the corresponding eigen-

Setting 

(6) functions 1/!,(x, s) form a complete orthonormal 
set, and that the kernel K.(x, y) can be expanded 
in the convergent series 

t2 = Tl + T2, ... , tN = TI + Tz + ... + TN, 

L = TI + T2 + ... + TN + TN+l, 

one easily shows that (6) becomes 

1 N-l 1"" 
2" IT dTe-HFj(T), 
s j_1 0 

so that by putting in the appropriate form for the 
Fj(z), one obtains (suppressing the temperature T 
from now on) 

1 -N./2 I I 
= ANT ... dXI··· dXN 

K.Cx, y) = L A,(S)1/t,(x, s)1/t,(y, s). , 
Writing Eq. (7) in the form 

i'" dLe-·LZ(L, N) 

+"" 

(11) 

= e~::: I .. .J dXI ... dXN exp [~ (Xl + XN) ] 

N 

X [W(xI)W(XN)]i IT K.(x;, X j +!) , 
;-1 

and using Eq. (11), one can integrate over X2, 
Xa ••• XN-I and obtain 

1
'" -iN. '" 

dLe-·LZ(L, N) = e
AN 

2 L A7-\s)A; 
o s j-O 

(12) 

N-l with 
X exp [,,l(x1 + ... + XN)]W(Xl) IT P.(Xj I Xj+!) (7) 

i-I 

with 

P.(X I y) = i'" dr e-Hp(x I y, T). (8) 

The ordering of the x, in successive pairs suggests 
the introduction of the kernel 

_ W(x)p.(x I y) t 
K.(x, y) - [W(x)W(y)]t exp [(v /2)(x + y)] (9) 

and the corresponding Kac integral equation 

L:'" dy K.(x, y)1/t(y) = "A1/t(x). (10) 

It is easy to see that K.(x, y) is symmetric and in 
addition one can show (for the proof, see Kac5

): 

(a) K.(x, y) is positive definite, which means that 

II K.(x, y)1/t(x)1/t(y) dx dy 

is always positive, whenever 1/t(x) is not identically 0; 
(b) K.(x, y) is a Hilbert-8chmidt kernel, which 

means that 

II K!(x, y) dx dy < (Xl. 

From these facts, one can conclude that Eq. (10) 

(13) 

If one now forms the grand partition function 

'" 
G(L, z) = L Z(L, N)(Az)N, (14) 

N-I 

it follows from Eq. (12), that 

1
'" -i, A2 

dLe-·LG(L z) = ze 2 ~ ; 
, s L.J 1 '\ -i,' o , - I\jze 

(15) 

provided z < ei • /Ao(S). It is clear therefore that the 
abscissa of convergence of the Laplace transform 
of G(L, z) is that value of s, for which 

z = ei'/Ao(S). (16) 

Since on the other hand this abscissa is also 

~~ i In G(L, z), (17) 

which has the thermodynamic meaning of p/kT, 
it follows that the relation between z and the pres­
sure of the gas is given by 

(18) 

Furthermore, since the thermodynamic meaning of 
z is the fugacity, which is related to the chemical 
potential (Gibbs free energy per particle) /J.(p, T) by 
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JJ = kT In (Az), (19) 

the equation of state follows from 

1 = (iJJJ/iJph = -X~(s)/Xo(s), S = p/kT, (20) 

where the prime denotes differentiation after s. 
The following statements can be proved con­

cerning the maximum eigenvalue Xo(s) and the eigen­
value spectrum X.(s) (see Appendix 1): 

(a) All eigenvalues are monotonically decreasing 
functions of s and approach zero for s ~ <Xl. 

(b) The maximum eigenvalue Ao(s) goes to in­
finity for s ~ O. For no value of s can it be degenerate, 
and it is an analytic function of s for all real s > O. 
Finally there is the inequality 

X~(S)2 - Xo(s)Xf/(s) < 0, (21) 

which implies that X~'(s) is always positive. 
(c) All other eigenvalues are finite for s = O. 
It seems very likely that the curves X.(s), i > 0 

will also not cross each other, in which case the 
spectrum as a function of s may look as shown in 
Fig. 2. 

One can conclude that for any value of z there is 
an unique value s fulfilling Eq. (16), and from 
Eqs. (20) and (21) it then follows that 1 is a mono­
tonically decreasing and analytic function of s = 
p/kT for all positive values of s. There is therefore 
no phase transition. Note that the theory gives 
directly [see Eqs. (18) and (19)], the Gibbs free 
energy as a function of the pressure, and that there­
fore one obtains the specific volume 1 as a function 
of the pressure instead of the pressure as a function 
of 1 as in the Mayer theory. The connection with the 
virial expansion of the equation of state is therefore 
quite complicated. One can show that the maxi­
mum eigenvalue Xo(s) can be expanded in the form 

Xo(s) = ei'(s-l + ao + als + a2i + ... ). (22) 

The coefficients a. can be calculated successively 
and they are related to the Mayer cluster integrals 
b I. One finds 

(23) 

and so on. For the proof we refer again to Appendix r. 
From Eqs. (22) and (23) one can then verify that 
the equation of state (20) is, for small pressures, 
simply the inversion of the usual vi rial expansion 

pl/kT = 1 + B/l + C/l2 + ... , 
with B = -b2 , C = -2ba + 4b~, etc. We have been 
unable to find a simple "graphological" characteriza­
tion of the coefficients a •. 

FIG. 2. Eigenvalue 
sprectrum as a func­
tIon of 8. 

III. THE VAN DER WAALS LIMIT 

We will now study what happens to the maximum 
eigenvalue Xo(s), if one puts a = ao'Y and then goes 
to the limit 'Y ~ O. To do this, we investigate the 
moments E. X7(s) of the distribution of the eigen­
values Xi(s). One has 

= f··· f dX I ••• dXn 

n 

X exp [-S(TI + ... + Tn)] II P(x. !x.+ 1 , T.), 
i-I 

where 1'0 = ao/kT and Xn+l == Xl' The integrals over 
the Xi can be carried out and one can then investi­
gate the limit 'Y ~ O. Some of the details are given 
in Appendix II. The result is the following theorem. 
For'Y ~ 0, 

(24) 

X (exp [1)(21'0)1] to dT exp [-ST - !(e + 1)2)T])". 

One now can reason heuristically as follows. Call 

f(~, 1)) = exp [1)(21'0)1] to dT 

X exp [-ST - !(e + 1)2)T]; (25) 

then since (24) holds for all n, one can expect that 
for any reasonable function g(x), 
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fmin 

FIG. 3. The function 
!.(T/) in the two-phase 
region. 

L-__ ~ __ ~ __________ ~ 

1 lor'" I:! 'Y ~ g(A.) = 211" J_", d~ dTf g[f(~, Tf)]. (26) 

Take now for g(x) the step function 

g(x) = [1 for a < X < (3 

o otherwise , 

and let N 'Y(a, (3) be the number of eigenvalues be­
tween a and {3; then one concludes from Eq. (26) 
that 

X [Area in (~, Tf) plane for which a < f(~, Tf) < (3]. 
(27) 

Suppose that f(~, Tf) has an absolute maximum w(s), 
then it is clear that for 'Y ~ 0, w must be a limit 
point for the series of eigenvalues, because in any 
interval between w - e and w there must be in the 
limit 'Y ~ 0, an infinite number of eigenvalues be­
cause the area (w - e) < f(~, Tf) < w is finite. 
It seems therefore reasonable to expect that for 
'Y ~ 0, w(s) is the maximum eigenvalue, or in other 
words that 

lim Ao(S, 'Y) = w(S) = max f(~, Tf) = max F(Tf) , (28) 
'Y-o (L~) (~) 

with 

F(Tf) == f(O, Tf) 

= exp [- o(s + hJ - In (s + h 2
) + Tf(2po)t], 

since the maximum of f(~, Tf) will always occur 
for ~ = o. 

~~s------------------s 

FIG. 4. The maxi­
mum eigenvalue, in 
the van der Waals 
limit, for a tem­
perature below the 
critical. 

p '=skT 
sat 

FIG. 5. Isotherm 
corresponding to 
Fig. 4. 

Note that our argument from Eq. (27) does not 
really prove Eq. (28), since (27) does not exclude 
that a few discrete eigenvalues remain above w(s) 
for'Y~O. However, Eq. (28) is correct and the argu­
ment can be made completely rigorous. This is not 
done, because in the next section, the detailed 
investigation of the approach to the limit 'Y ~ 0 
implies a rigorous proof of Eq. (28). 

To discuss Eq. (28) further, first note that the 
maximum will occur for that value Tf(s) for which 

f.(Tf) == Tf[o + l/(s + h 2
)] = (2po)1. 

Since df./dTf = 0 implies 

s + h 2 
= (1/20)[1 ± (1 - 8so)!], 

one must distinguish two cases. 

(29) 

(30) 

(a) 8so > 1; f.(Tf) is then a monotonically in­
creasing function of 'Y/, so that (29) has always one 
solution Tf(s) corresponding to an unique maximum 
for F(Tf). The equation of state follows from 

l = -w'(s)!w(s) = +0 
+ [l/(s + !TJ2(s»] = + (2po)1/Tf(s) , (31) 

using (29). Putting s = p/kT and Tf(s) = (2Po)!/l 
in Eq. (29), one obtains the van der Waals equation 

p = kT/(l - 0) - ao/l2
• 

(b) 8so < 1; f.(Tf) has then a maximum and a 
minimum (see Fig. 3), and one easily verifies that 
for s = 1/80, fmin = fmax = (!)(30)\ and that 
for decreasing s, fmin and fmax increase monotonically; 
fmin remains finite, while fmax goes to infinity for s ~ o. 

If now (2Po)i < fmin, then again there is only one 
solution of Eq. (29) corresponding to an unique maxi­
mum of F('rJ). This is also the case if (2po)t > fmax. 
However if fmln < (2po)t < fmax, then Eq. (29) has 
three roots, the outer two corresponding to local 
maxima of F(Tf) and the inner one to a local mini­
mum. One must now decide which of the two maxima 
is the absolute maximum. Clearly if one varies Po 
at fixed s, or if one varies s (keeping 8so < 1) at 
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fixed lIo, there must be a value 8(110) for which the two 
maxima are equal. It is at this value that w(s) 
changes its analytic behavior abruptly, since 7](s) 
will suddently jump from the branch CD to the 
branch ® of the 1.(7]) curve (see Fig. 3). In fact it 
is easy to show that for s = 8, w(s) has a discon­
tinuity in slope, and since l = -w'(s)/w(s) this 
corresponds to an isotherm with a horizontal piece 
(see Figs. 4 and 5). Furthermore, since (31) remains 
valid, both the liquid and the vapor part are still 
described by the van der Waals equation. Finally, 
the equality of the maxima of F(7J) for s = 8 or 
of the two values of w(s) means the equality of the 
Gibbs free energy of the two phases for s = 8, 
which in tum is equivalent to the Maxwell rule. 

The critical point is determined by 8s.0 = 1 
and (2I1c)! = 'min(sc) = ImaxCsc) = (l)(30)\ and 
this leads to the well-known formula 

Vc = 30; Pc = ao/2702; kTc = Sao/270. (32) 

IV. THE EIGENFUNCTIONS AND EIGENVALUES 
FOR SMALL 'Y 

Clearly the reason that, for small 'Y, the eigen­
values >. .. (s, "}') of the Kac equation crowd together 
near the value w(s), must be related to the fact that 
for "1 ~ 0, P(x I y, t) approaches the Dirac 0 function 
o(x - V). However if one assumes that for "1 ~ 0, 
the eigenfunctions if;n(x, s, "1) would remain centered 
around x = 0, as in the usual eigenvalue problems, 
then it follows from Eq. (10) that for 'Y ~ 0, the 
eigenvalues would cluster around e -.a / S which is the 
maximum eigenvalue for the gas of hard rods. This 
contradiction can only be removed if, for "1 ~ 0, 
the eigenfunctions are centered farther and farther 
away from the origin. This in fact is the clue for 
constructing a consistent successive-approximation 
method for the eigenfunctions and eigenvalues if 
'Y is small. 

In the basic integral equation (10), substitute 

x = x' + 7](2h)l, Y = y' + 7](2h)!, (33) 

where 7] == 7](s) is the value of 7] for which the func­
tion F(7], s) defined by (28) has an absolute maxi­
mum. Think first of the one-phase region, so that 
7](s) is unique. Let 

hex') == if;[x' + 7](2h)!]; (34) 

then Eq. (10) can be written in the form 

f+"" 1"" [we ')]! exp [7](2110)!] _"" dy' a dT W(:/) P(x' I y', T) 

X exp [ -ST - ~ tanh (~T) + (x' + v') (11
0
;)' 

_ ~ (~)i tanh (~T)(X' + v') }(y,) = }..h(x'). (35) 

Clearly now for 'Y ~ 0, P(x' I V', T) ~ o(x' - y') 
if hex') is centered around x' = 0, the eigenvalues 
will approach 

exp [7](2l1o)1] i"" dT exp [ -ST - 7]~T ] = w(s) , 

as expected. One may say that by the substitution 
(33) one has "tamed" the integral equation for a 
perturbation expansion of the form 

>. = w(s) {I + J.I.(I)'Y + J.I.(2)'Y
2 + "'j, 

(36) 
hex') = h(O) (x') + 'Y!h(l) (x') + 'Yh(2) (x') + ... 
Since the algebra is involved, we simply indicate 
how this is done. In the left-hand side of Eq. (35), set 

y' = x'e-"Y~ + r(1 - e-2"YT)!, 

and develop the whole integrand in powers of 'Yl. 
The integrals over r are Gaussian integrals and the 
integrals over T can all be expressed in terms of 
w(s) and its derivatives. Up to order 'Y., and except 
for a common factor w(s), the left-hand side of (35) 
becomes 

hex') + "1 l [h" (x') + h(x)(! -lx,2 + !X,2110 (l- 0)2/l3)] 

+ ['Yillgcz - o? /l][lx,3h(x')(1 - 4110Cl - 0)/l2) 

- !x'h(x') - h'(x') - x'h"Cx')], 

where (31) has been used to express 7]Cs) in terms 
of l. If one now introduces the expansions (36) on 
both sides of Eq. (35) and equates equal powers of 
'Yt, one obtains, in zeroth approximation, 

d2~~0) + [~(~ _ J.I.(I») _ ~JH(O)CZ) = 0, (37) 

where we have set 

B2 = l2 - 2110Cl - 0)2/l, x' = z(l/B)' 
, (38) 

h(O)Cx') = H(O)(z). 

This is the equation for the Weber functions and 
hence one concludes that 

J.I.~l) = ![l - (2n + I)B], 
(39) 

H~O)(z) = NnDn(z), 

where N .. is the normalization factor (B/2·7I'-l)i(n!)-I. 
Note that the quantity B is related to the com­
pressibility of the gas, since, from the van der Waals 
equation, 
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~-~s---------s 

FIG. 6. --­
",(s);-" '-A(S,'Y) 
(exact); -------­
A(S, 'Y) to order 'Yo; 
--- A(S, 'Y) to 
order ('YO)2. 

In the one-phase region ap/al is always negative, 
and therefore B can be taken positive. The maximum 
eigenvalue corresponds therefore to n = 0, and is 
given up to first order by 

>'o(s, 'Y) = w(s)[1 + !'Y(l - B)]. (41) 

This proves the statement in Sec. III, that the 
maximum eigenvalue is w(s) in the van der Waals 
limit. 

In first approximation one obtains 

d2H(l) l(l ~)2 dH(O) __ ,,_ + ( + ~ _ 1 2)H(l) _ 1'0 - u .. 
dz2 n 2 "iZ .. - lfBI dz 

(42) 

It can be easily verified that the right-hand side is 
orthogonal to H~o>, so that (42) has an unique 
solution. For the explicit form of the solution and 
also for the second approximation, which will be 
needed in Part II of this series of papers, we refer 
to Appendix III. 

Let us now consider the two-phase region. 
It is clear that in this case the argument must be 

revised, since the 1/(s) in the shift (33) is no longer 
unique. In fact, since F(1/, s) has now two equal 
maxima, there are two values of 1/(s) corresponding 
to the volumes II and l2 of the saturated vapor 
and liquid phase (see Fig. 5). For each of these two 

FIG. 7. --­
The van der Waala 
isotherm ('Y = 0); 
- - - The exact 
isotherm' ...... . 
The iso'therm to 
order 'Y8. 

values one can make the shift (33), and repeat the 
the argument. Clearly in both cases one will get 
the same zeroth-order eigenvalue w(s), but one will 
get another eigenfunction, since the quantity l/ B 
will be different at II and l2' One must say therefore 
that for l2 < l < ll' i.e. in the two-phase region, 
the maximum eigenvalue in the van der Waals 
limit is doubly degenerate, and in lowest order, the 
eigenfunction will have the form [since Do(z) 
exp (-Ii)], 

~o(x, s) = cx1C!tY exp [ - :Z: (x - 1/1[ ~ TYJ 
+ cx2C!tY exp [ - :Z: (x - 1/2 [ ~ TYJ. (43) 

where 1/1(8) = (21'0)'/ll and 1/2(8) = (21'0)'/l2. 
The question now arises as to the appropriate 

linear combination corresponding to a specific length 
l = ~Ill + ~2l2' (where ~1' ~2 are the mole fractions 
of the vapor and liquid phase), so that ~I + ~2 = 1. 
We show that the answer is given by 

~I = ai ~2 = a~. (44) 

To prove this, note first that for small 1', the two 
Gaussian functions in (43) do not overlap. Hence from 
the normalization of ~(x, 8), one obtains ai + a: = 1. 
Furthermore, for any finite 1', it follows from the 
Kac equation that 

>'o(s, 'Y) = II dx dy K,(x, y) 

x ~o(x, s, 'Y)~o(y, s, 'Y), 

>'~(s, 'Y) = ->,o(s, 'Y)l = II dx dy a!. 
X ~o(x, s, 'Y)~o(y, s, 'Y) 

(45) 

[since the differentiation of the eigenfunctions after 
s gives zero because the normalization of ~o(x, s, 'Y) 
implies 

I ~o(x, s, 'Y) :s ~o(x, s, 'Y) dx = OJ. 

Now take s = 8, and let 'Y -+ O. Since for each of the 
two functions in Eq. (43) one has an equation like 
(45) with the same s and the same >'o(s) = w(s), 
but with l successively II and l2' and since one can 
again neglect the overlap of the two functions, it 
follows from Eq. (45) that for'Y -+ 0, 

1 = ail} + a~l2' 
which proves Eq. (44). 
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We conclude this section with the following two 
remarks. 

(a) It is clear that the entire development breaks 
down near the critical point because at that point, 
B -? 0 and II ::: l2. The overlap of the two eigen­
functions in the two-phase region can therefore no 
longer be neglected. In the critical region, one has 
to "tame" the integral equation in a different way, 
which will be explained in the third part of this 
series. 

(b) It follows from Eq. (41) that up to first order 
in 'Y, Ao(S, 'Y) still shows a discontinuity in slope, 
and one can be convinced that the discontinuity 
remains if the perturbation calculation is continued 
up to any finite order in 'Y. For finite 'Y, Ao(S, 'Y) is 
an analytic function of s for s > o. This means that 
for small 'Y, the successive-approximation method 
which we have developed, approximates the analytic 
function Ao(S, 'Y) by a series of functions which have 
a discontinuity in slope in the region of s, where the 
slope of Ao(S, 'Y) varies very quickly (see Fig. 6). 
This implies that the phase transition persists up 
to any finite order in 'Y, although the equation of 
state is then of course different from the van der 
Waals equation. In fact it is not difficult to show 
from Eq. (41), that, up to first order in'Y, the equa­
tion of state in the one-phase region is given by 

PJ = ~ - ao + 1: {kT _1 [kT _ aoW - Q2)J} 
l - 0 l2 2 B [3. 

The saturated vapor pressure and the densities of 
the saturated vapor and liquid also change ac­
cordingly. One finds 

(0) kT (Bl - B2 ) 
Peat = Put + 'Y 2 II _ l2 - 1 

li = l:O) + ~ (li - O)2GiY 

X [Bl - B2 _ .1.. (1 _ ao(l~ - o~)J 
II - l2 Bi kTl; 

with i = 1,2. 

V. CONCLUDING REMARKS 

To judge the relevance of our results for the three­
dimensional case, let us first recall the usual deriva­
tionS of the van der Waals equation from the parti­
tion function. One can argue as follows: If the range 

8 This derivation goes back to L. S. Ornstein, Dissertation 
Leiden 1908. Van der Waals himself, and then later also 
Lorentz [Collected Papers (Martinus Nyhoff, The Hague

l Netherlands, 1935), Vol. 6, p. 40], started from the virial 
theorem of Clausius. We will come back to this in Part II 
in this series of papers. 

of the attractive force is very large so that there 
are many molecules in the action sphere of each 
molecule, then the potential energy of the attractive 
forces should for almost all configurations of the 
molecules, be equal to the average value 

(46) 

where 

C = - J dr ~attr(r). 

Equation (46) follows because on the average, the 
potential energy of one molecule will be proportional 
to the number density N jV and is in fact equal to 
-CN jV. The factor two in (46) is of course needed 
because each molecule interacts with all other 
molecules. For long-range attractive forces it seems 
reasonable therefore to approximate the partition 
function by 

Z(V, T, N) = ~N N1 
, exp [CN2j2kTVl A . 

where Sex) is the same step function as used in 
Sec. II. Now if V is very large compared to the total 
proper volume Nvo, Vo = !1I"T~ of the molecules, 
then clearly the integral approaches VN, while if 
V is of the same order as N Vo the integral will become 
strongly zero about as (V - NVo)N. Approximation 
of the integral by the "interpolation" formula 
(V - b)N with b ::: Nvo, then leads immediately to 
the van der Waals equation 

(p + ajV~(V - b) = RT, (48) 

with a = !CN2
• 

This derivation has been criticized mainly for 
two reasons: 

1. A correct evaluation of the partition function 
in the thermodynamic limit should always give a 
stable isotherm for which fJpjiJv ::; o. This has been 
proved rigorously by Van Hove9 for an inter­
molecular force of finite range and with a hard core. 
Since there is an unstable part in the van der Waals 
equation below the critical temperature, the equation 
is in conflict with this theorem. 

2. The approximation (V - b)N for the repulsive 

9 L. Van Hove, Physica 15, 951 (1949). Recently Dr. N. G. 
van Kampen has pointed out a gap in Van Hove's argument. 
Apparently the theorem can be proved even under less 
restrictive conditions by a different method. See a recent 
paper by D. Ruelle, which will appear in the Helv. Phys. 
Acta. (to be published). 
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part of the partition function must be very rough. 
Even if b is fixed so that the correct second virial 
coefficient (which makes b = 4Nvo) is obtained, the 
higher virial coefficients which can be computed 
exactly, do not agree with the van der Waals' values. 

Let us now return to our one-dimensional system. 
Note that by the same reasoning as used above, one 
would obtain 

1 1 [aoN 2

] 
Z(L, T, N) = AN N! exp kTL 

xL'" L dtl ••• dtN g sCit. - tiD, (49) 

since C becomes 2ao, with the factor two because of 
the two sides of the attractive force - ao'Y exp [-'Y Itl]. 
The great difference between Eqs. (47) and (49) 
is that the integral in Eq. (49) can be carried out 
exactly because of the linear order which the hard 
cores impose. The result is (L - NO)N. For a gas 
of hard rods of length 0, the equation of state as 
noted by Tonkslo has precisely the van der Waals 
form 

p = kTj(l - 0). (50) 

The second objection against the van der Waals 
equation disappears in one dimension, and it is 
therefore no wonder that for our model in the van 
der Waals limit, Eq. (48) with b = No, a = a oN

2 

is obtained exactly. The only question which re­
mains is the conflict of the form (49) for Z with 
the Van Hove theorem. From the point of view of 
the development in Secs. II and III, it is clear that 
this conflict is due to the fact that in the derivation 
given above, the thermodynamic and the van der 
Waals limits have been coupled together, while they 
should be taken separately and in the proper order. 
Since we go first to the thermodynamic limit for a 
finite range of the attractive force, and then allow the 
range to go to infinity, we do not conflict with the 
Van Hove theorem, and we always obtain the stable 
isothermll

). It seems to us therefore, that the first 
objection against the van der Waals equation is 
not as serious as we have been led to believe. 

To summarize this discussion, we conclude with 
the following statements. 

(a) It seems a good idea, following the example of 
van der Waals, to try to separate the effects of the 
repUlsive and the attractive forces on the equation 

10 L. Tonks, Phys. Rev. 50, 955 (1936). 
11 For our model, the Van Hove theorem is expressed by 

the inequality (21) for the maximum eigenvalue>.o(s, 7), 
which holds for any value of 7. The isotherm is monotonically 
decreasing for any 7, and therefore also in the limit 7 = 0, 
aplal ~ 0. 

of state, and to develop all thermodynamic functions 
in the ratio 

range of repulsive force 
p = . 

range of attractive force 
(51) 

One expects that for p « 1 one will get a van der 
Waals-like equation of state which would lead to 
the condensation phenomena and the existence of a 
critical point. The thermodynamic equilibrium con­
ditions will follow automatically by going first to 
the thermodynamic limit. 

(b) Only in one dimension does one obtain in the 
limit p ~ 0, exactly the van der Waals equation of 
state for hard-core repulsion. This should be inde­
pendent of the precise form of the attractive force. 
We have been able to confirm this by generalizing 
the Kac model to the case where the attractive force 
is of the form 

m 

~attr(x) - L: a;'Y exp [-'YO".x]. (52) 
i=1 

The calculation of the partition function can be 
reduced as in Sec. II to an integral equation in m 
variables and the behavior of the maximum eigen­
value in the limit 'Y ~ 0 may be considered in the 
same way as in Sec. III: the same equation (28) is 
obtained, except that 21'0 is replaced by 

1 m 2ai 2 100 

kT L: -, = -kT ~attr(X) dx. 
t=1 U t 0 

(53) 

Thus, again the van der Waals equation is obtained 
and the van der Waals a is again proportional to 
the area of the attractive potential. 

(c) In three dimensions, the equation of state of 
a gas of hard spheres is certainly not p = kT(v - b), 
although qualitatively the behavior may be similar. 
Even for very long-range attractive forces one can 
only hope to get a van der Waals-like equation of 
state. In a sense, the problem of the gas of hard 
spheres becomes the central problem. Whether such 
a gas would show a phase transition for densities 
near close packing (the so-called Kirkwood transi­
tion) , is a famous open question. We believe that 
there are strong indications for the existence of such 
a transition and that this transition might be an 
idealization (or caricature!) of the fluid-solid transi­
tion. Clearly, in one dimension [see Eq. (50)], such 
a transition does not exist, and we believe therefore 
that even with long-range forces, to enforce co­
operation, one phase transition at most can occur 
in one dimension. 

Finally, we would like to mention two questions 
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which we have so far been unable to answer in a 
satisfactory way. 

1. What is the relation of our theory with the 
Yang-Lee theory of condensation? From the exist­
ence of a hard core, it follows that the grand partition 
function G(L, z) must be a polynomial of degree 
M = LlfJ in z with positive coefficients. Setting 

G(L, z) = exp [Lx(L, z)], 

one can write 

1 M ( z) x(L, z) = - L In 1 - - , 
L ,-I Z, 

where the Z; are the zero's of G(L, z), none of which 
can be on the positive real axis. One can interpret 
x(L, z) as the complex logarithmic potential of M 
point charges of strength IlL situated at the points 
z;. In the limit L ~ co, the strength of the charges 
becomes smaller and smaller while the number M 
increases. Suppose now that in the limit L ~ co, 

a number of the charges concentrate in a single 
layer which crosses the positive real axis, say at z = zoo 

The limit function 

x(z) = lim x(L, z), 
L-", 

which surely exists, will then for positive and real z, 
consist of two analytic pieces, one for z < Zo and 
the other for z > zoo At Zo these two pieces will be 
continuous but the first derivative will have a dis­
continuity. Since x(z) = plkT one would therefore 
obtain a curve as in Fig. 4 (with abscissa and ordi­
nates interchanged), and condensation would occur. 
It is clear that something like this must happen for 
our model in the van der Waals limit. It must be 
that for finite 'Y, the single layer will not cross the 
positive real axis but leave a gap, say, of order 'Y. 

For finite 'Y, x(z) will then be analytic for all real 
and positive z, but in the van der Waals limit when 
the gap closes, condensation occurs. However, we 
have been unable to substantiate this picture, be­
cause it is difficult to discuss the behavior of the 
eigenvalues of the Kac equation for complex values 
of s. 

2. What is the relation of our theory with the 
Ursell-Mayer theory? We have already mentioned 
the problem of the "graphological" interpretation 
of the coefficients ai in the expansion of Ao(s) [see 
Eq. (22)], but there are also other questions. For 
instance it should be possible to introduce Mayer 
f functions both for the repulsive and for the at­
tractive parts of the intermolecular potential, which 
would lead to graphs with two types of lines. The 

question is then, which simplifications occur if the 
attractive force is long range, and whether one can 
learn from the one-dimensional model how to 
characterize better the van der Waals-like equation 
in three dimensions. 

APPENDIX 1 

For the proof of statement (a) see Kac (reference 5, 
p. 11). There one also finds the proof that 

Ao(s) ~ e!> 1'" dr exp [-sr + Jle-'YT], (A.I) 

and since for s = 0 the integral diverges, Ao(s) ~ co 

for s ~ O. Furthermore, since the right hand side 
of (A.I) can be shown to correspond to the "nearest­
neighbor" approximation, one should expect that 
for small s (i.e. small pressure), Ao(s) becomes equal 
to it, which implies that for s ~ 0, Ao(s) '" e!v I s, 
and this will be confirmed later when we derive the 
expansion (22). 

The statement that Ao(s) cannot be degenerate 
for any value of s, follows from the fact that the 
kernel K.(x, y) is positive for all x, y and for s > O. 
Since 

II dx dy (()(x)K.(x, y)(()(y) 
Ao(S) ~ (A.2) I dx (()2(X) 

for any function (()(x) , and since the maximum is 
reached when (()(x) = Yto(x), K.(x, y) > 0 implies 
that Yto(x) must have the same sign for all x, and we 
may assume therefore Yto(x) ~ O. Furthermore, Yto(x) 
cannot be zero, unless for some particular value of 
x, say Xo, K.(xo, y) == 0 in y, which is excluded by 
K. > O. Now suppose that for some value of s , 
Ao(s) was degenerate and corresponded to the 
two eigenfunctions Yt61

) (x) and Yt62
) (x). Taking 

Yt61
) (x) > 0, one then can construct a linear combina­

tion rp(x) of Yt61
) and Yt62

) which is orthogonal to Yt61), 
and which fulfills the equation 

II dx dy rp(x)K.(x, y)rp(y) 
Ao(S) = . (A.3) f dx (l(x) 

Since ""61
) (x) cannot be zero, (()(x), being orthogonal 

to Ytci1
) , must be both positive and negative over 

some intervals, and this yields a contradiction. The 
absence of a degeneracy of Ao(s) implies that Ao(s) 
is an analytic function of s for all real s > O. This 
is because it is known that the eigenvalues Ai(s) 
are the zero's in A of the Fredholm determinant 
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D(x, A), which is an entire function of A, and is 
analytic for all real s > O. Therefore the A,(S) must 
be analytic functions of s except at those values of 
s where two or more eigenvalues cross. 

Finally the inequality (21) is proved as follows: 
With normalized eigenfunctions, one finds from 

AO(S) = II dxdYI/Io(X,s)K.(x,y)I/Io(y,s), 

that the quadratic form 

Q(z) == Ao(s)l + 2A6(s)z + A6'(s) 

= II:'" dx dy I/Io(x, s)I/Io(y, s) 

values goes to infinity as ct. / s, and since this is 
also the behavior of Ao(S), all other eigenvalues must 
be finite for s = O. 

To find the expansion (22) for Ao(S), one must 
make a perturbation calculation around s = 0 for 
the eigenvalue problem 

f+= 
_= dy K.(x, y)I/Io(Y, s) = Ao(S)I/Io(x, s). (A.5) 

First we expand K.(x, y) in powers of s. To do this 
we write K.(x, y) in the form 

K.(x, y) = exp [tp'(x + y)]{e:' [W(x)W(y)]l 

= (-s)" r= ,,([W(X)J' + ~ -;y- J, dT T W(y) P(x I y, T) 

- [W(x) W(Y)]') }. (A.6) 

Now put 

Ao(S) = (e" /s)(a_ 1 + aos + ali + ... ), 
(A.7) 

From Eq. (9) for K.(x, y), it can be seen that the and let I/I<Ol(X) be normalized to one. Introducing 
variable s enters only through p,(x, y), and from (6) and (7) into (5) and equating the terms pro­
Eq. (8) it follows that the first term in Eq. (4) is portional to l/s, one obtains 
positive for all z. Also the second term in Eq. (4) 
is positive, since by using I:= dy [W(x)W(Y)]' 

= 
K.(x, y) = E A,,(S)I/I,,(x, s)I/InCy, s), 

° 
and the fact that for any s the I/I,,(x, s) form an 
orthonormal set, it can be transformed into 

2Ao(s) f+= dx [al/lo(x, S)J2 
_'" as 

= [f+'" al/l () J2 
- 2 ~ A,,(8) _= dx °a:' s I/I,,(x, s) , 

and since A,,(S) < Ao(S) for n :2: 1, this is bigger 
than 

[f +'" (al/l )2 '" (f+'" al/l )2J 2Ao(s) _'" dx aso - ~ _'" dx 1/1" aso , 

which is zero because of Parseval's relation applied 
to the function al/lo/as. Hence Q(z) > 0 for all z, 
which implies Eq. (21). 

Statement (c), Sec. II follows from the relation 

'" f+'" ~ Ai = _'" dx K.(x, x) 

which shows that for s ~ 0, the sum of all the eigen-

X exp [tp'(x + y) ]1/1(0) (y) = a_I 1/1(0) (x)e'·. (A.8) 

One easily verifies that this has the solution 

a_I = 1; I/I<O)(x) = (W(x»' exp [-tP + tp'x]. (A.9) 

Notice that if we try to determine in the same way 
the values of the other eigenvalues A,,(S) at s = 0, 
we would find in this approximation that a'.:'! = 0, 
so that all A,,(O) for n > 0 are degenerate, and to 
find the actual values, we would have to solve an 
infinite secular determinant. Only Ao(S) becomes in­
finite for s ~ 0, and only for Ao(S) can we carry the 
perturbation calculation further. 

Equating in Eq. (5) the terms independent of s, 
one finds 

I:'" dy exp [tpt(x + y)]{ ( - o [W(x)W(y)]' 

+ 1'" dT [w(x)]' 
8 W(y) 

X [P(x I y, T) - W(y)])I/I(O)(y) 

+ [W(x)W(Y)]'I/I<l) (y)} 

= e"[t/I(l)(x) + aot/l<O)(x)]. (A. 10) 
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Multiply with ",(0) (x) and integrate over x. Using where P(x I y, T) is given by Eq. (5). Introduce the 
Eq. (9), the fact that ",<1) (x) is orthogonal to ",<Ol(X), new variables 
and the formula 

IL:'" dx dy exp [J,!{X + y)]W(x)P(x I y, T) 

= exp [11(1 + e-"Y T
)], 

which is a special case of Eq. (4), one obtains 

ao = -a + 1'" dT {exp(lIe-"YT - l)J. (A.H) 

The right-hand side can be written as 

l~ 2i Ii dt l dt2 {exp [k~ \>?(Jtl - t2 i) ] - I}, 
which is the definition of Mayer's b2 • One also easily 
verifies from Eq. (10), that 

",<l)(x) = -(aD + a)",(O)(x) 

+ e- i• L~ dy ",(O)(y) exp [~(X + y) ] 

X i'" dT [~~:~J[P(X I y, T) - W(y)]. 

We can go on in this way, but the calculation 
soon becomes very lengthy. We have verified that 
in next approximation, one obtains al = ba - b:, 
where Mayer's ba is defined by 

ba = l~rr; 6i Iff dt l dt2 dta 
L 

with 

iii = exp [k~ \>?(It, - til) ] - 1. 

The general expression for the ai in terms of the 
Mayer b, is lacking. To obtain the correct equation 
of state up to the fourth virial coefficient, a2 should 
be equal to b4 - 3b2b3 + 2b~, but we have not veri­
fied this. 

APPENDIX II 

To indicate the proof of Eq. (24), it will be suffi­
cient to consider the case n = 3. One has 

~1 = (X2 - x le-l'T')(1 _ e-21'T,)-! 

~2 = (xa - x2e-"YTs)(1 - e-2
1'T,)-t 

~a = (Xl - x3e-"YT')(1 - e-2
"Y

T 'ri , 

with the Jacobian 

a(~l , ~2' ~3) 
a(XI, X2, xa) 

3 

X II (1 - exp [-2'YTi])-i. 
i-I 

The integral over the Xi then becomes 

1(2'II)i[1 _ e-"Y(TdT.+T.)]}-1 

+<0 

with 

and T4 == TI, T6 == T2. 
In this form it is convenient to go to the limit 

'Y ~ O. Since the Ai approach 3 (2'YT;) I, the inte­
grand of the ~i integral becomes independent of 'Y, 
and one obtains 

To uncouple the Ti integrals, introduce the auxiliary 
variable 

and multiply (a) with 

1 f+a> f+<O = - d1J dv 
27r -<0 -<0 

X exp [iV(1J - + 1 + ± tT~)J, 
TI T2 T3 i-I 
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using the Fourier representation of the 0 function. tion, the left-hand side of Eq. (35) must be ex­
Set v = W(Tl + T2 + Ta), and integrate first over panded to terms of order "/' Using the expansions 
the ~i' We then obtain (36), and equating terms of order ,l, one obtains 

lim "y 
1 f+m +m 

~ >.~ = 211" -m dTf Lm dw 

X {!am dT exp [ -Tf(2vo)! + iTTfW - ~ w2 JY . 
Finally, setting W = ~ + iTf, one obtains Eq. (24) 
for n = 3. The proof for arbitrary n follows the same 
procedure. 

APPENDIX III 

The solution of Eq. (42) can be written in the form 

H!l)(z) = Nn[PnDn+a(z) + QnDn+1(z) 

where 

with 

+ RnDn_1(z) + SnDn-a(z)], 

Qn = 9(n + l)P + (n + 1) V - W, 

Rn = -9n2p - n2 V + nW, 

Sn = -n(n - 1)(n - 2)P, 

- ~ (15la - 3612 0 + 30102 
- 80a) 12l2B 

+ 2~ (2t - 2lo + o~ 

X {t + (n + !) ~ - (n
2 + n + t) ~:} J 

vo(l - o)\l + 0) dH~O) 
- l3B z-az' 

from which J.I-~2) and then H!2) can be determined 
To obtain the equation for the next approxima- in the usual way. 
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II. Discussion of the Distribution Functions 
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For the same one-dimensional fluid model discussed in Part I, we have derived general expressions 
for the two- and three-particle distribution functions. It is seen that these distribution functions depend 
on all the eigenvalues and eigenfunctions of the basic Kac integral equation, and the dependence 
is so transparent that the generalization to s particles is obvious. The fluctuation and virial theorems 
are discussed and shown to be consequences of our general formula. In the van der Waals limit, 
the behavior of the two-point distribution function is discussed, both for distances of the order of 
the hard core and for distances of the order of the range of the attractive force. The long-range behavior 
is, in first approximation, equivalent to the one-dimensional version of the Ornstein-Zernike theory, 
but only in the one-phase region and not too near the critical point. In the two-phase region, all 
distribution functions are linear combinations of the two corresponding distribution functions of the 
saturated vapor and liquid, with coefficients proportional to the mole fractions of vapor and liquid. 
This is shown for our model; we also give arguments for our belief that these relations are general, 
and express the geometrical separation of the two phases. The relation to the Ornstein-Zernike theory 
is discussed in more detail, especially in connection with a recent formulation of this theory by 
Lebowitz and Percus. We conclude with some comments on the relevance of our results for the 
three-dimensional problem. 

I. INTRODUCTION 

THE first attempt to go beyond the question 
of the equation of state of a nonideal gas to 

the deeper problem of the correlation in position 
of the molecules in a gas or liquid, was made by 
Ornstein and Zernike in their well known theory 
of the critical opalescence. ' Zernike, Prins and others2 
later used the same ideas to interpret the results 
of the x-ray scattering in liquids in terms of the 
so-called two-point correlation function. This cor­
relation function is found to be essentially the 
Fourier transform of the angular distribution of 
the scattered rays, and it is therefore directly ob­
servable. This cannot be said of the so-called n­
point correlation functions (n = 3, 4, ... ) but 
these functions can be defined precisely for a system 
in equilibrium, and with increasing n, they describe 
the structure of the system in more and more detail. 

The general theory of these correlation or distri-

1 L. S. Orsntein and F. Zernike, Proc. Acad. Sci. Amsterdam 
17, 793 (1914); Physik. Z. 19, 134 (1918); 27, 761 (1926). 
See also F. Zernike, Dissertation, Groningen, Netherlands 
1916, reprinted in Arch. Neer!. Zool., Serie 13A, 4, 74 (1917). 
For more recent accounts compare Landau and Lifshitz, 
Statistical Physics (Pergamon Press, London, 1958), p. 366; 
M. Klein and L. Tisza, Phys. Rev. 76, 1861 (1949); M. Fierz, 
Pauli Memorial Volume (Interscience Publishing Co., 
New York, 1960), p. 175; and especially P. Debye, Non­
Crystalline Solids (John Wiley & Sons, New York, 1960), 
pp. 1-20; J. Chern. Phys. 31, 680 (1959). 

2 F. Zernike and J. A. Prins, Z. Physik. 41, 184 (1927); 
P. Debye and H. Menke, Physik. Z. 33, 593 (1932). 

bution functions was developed in the forties mainly 
by Kirkwood, Yvon, de Boer, Mayer/ and their 
collaborators. These authors developed the general 
expansion theorems for these distribution functions 
in powers of the fugacity or in powers of the density,· 
which generalize and include the corresponding ex­
pansions for the equation of state. They also pro­
posed various approximation schemes, of which Kirk­
wood's superposition approximation is the best 
known. This leads to new attempts to discuss the 
problem of phase transitions, which are of great 
interest.s 

So far as we know, no one has tried to relate these 
general developments with the basic ideas of van 
der Waals in a systematic way, and it seems to us 

3 Since the literature is quite extensive, we refer to the 
reports by J. Yvon, Fluctuations en densite (Hermann & Cie., 
Paris, 1937); by J. de Boer, Rep. Progr. Phys. 12,305 (1949); 
by A. Munster in his book, Statistische Therrrwdynamik 
(Springer-Verlag, Berlin, Germany, 1956), Chap. 8; and 
by J. Mayer, in Handbuch der Physik, edited by S. Flugge 
(Springer-Verlag, Berlin, 1958) Vol. XXII, p. 152. 

• For a complete discussion of these expansions see J. E. 
Mayer and E. W. Montroll, J. Chern. Phys. 9, 2 (1941). 
Compare also the account given by G. E. Uhlenbeck and 
G. W. Ford in Studies in Statistical Mechanics, (North-Holland 
Publishing Company, Amsterdam) Vol. I, Part B. 

6 We are thinking especially of the attempts by Kirkwood 
and his co-workers to derive the liquid-solid phase transition 
and to show that such a transition even exists for a system 
of hard spheres. See J. G. Kirkwood and E. Monroe, J. 
Chern. Phys. 9, 514 (1941); J. G. Kirkwood, E. K. Mann 
and B. J. Alder, J. Chern. Phys. 18, 1040 (1950). 
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of interest, therefore, to derive the expression for 
the distribution functions for the one-dimensional 
gas model described in Part I of this series and to 
see what these functions become in the van der 
Waals limit. In Sec. II, the derivation of the two­
and three-point distribution function is given, from 
which the general expression for the n-point function 
can easily be inferred. It is found that the distri­
bution functions depend on all eigenvalues and eigen­
functions of the basic Kac integral equation (Part I, 
Eq. 10), and one may say that this gives a physical 
interpretation of the eigenvalues and eigenfunctions, 
although we do not know as yet whether these 
eigenvalues and eigenfunctions are uniquely deter­
mined by the set of distribution functions. Another 
general expression for the distribution functions, 
also derived in Sec. II, is in terms of the resolvent 
of the Kac equation and the eigenfunction 1/to(x) 
corresponding to the maximum eigenvalue >'o(s). 
This expression is especially important for the 
discussion of the distribution functions in the two­
phase region. 

In Sec. III we derive the well-known virial and 
fluctuation theorems. General proofs of these basic 
theorems are of course available, but it seems worth 
while to prove them directly from the Kac equation. 
Since these theorems connect the two-point distri­
bution function with the equation of state, they 
give valuable checks for any successive-approxi­
mation method. Furthermore, they provide a link 
with the original derivation of the van der Waals 
equation. 

In Secs. IV and V, the van der Waals li1nit and 
the successive approximations in powers of "'(0 of 
the two-point distribution function are discussed for 
the one-phase region. It is seen that one must dis­
tinguish the case when the distance between the 
two molecules is of order 0 from the case when this 
distance is of the order of the range of the at­
tractive force 1/'Y. The short-range behavior is, 
as expected, in zeroth approximation, the same as 
for a gas of hard rods, since in the van der Waals 
limit the attractive force is very weak. In first 
approximation, the attractive force influences some­
what the short-range behavior, but the more interest­
ing effect is on the long-range behavior. We find 
in this approximation, an exponential dependence 
on the distance, but with a range which is modified 
by the compressibility of the gas. This behavior is 
related to the form predicted by the one-dimensional 
version of the Ornstein-Zernike theory, and this 
relation is general (i.e., independent of the form of 
the long range attractive force) when we approach 

the critical region. However in the critical region 
our development breaks down, and deviations from 
the Ornstein-Zernike theory should be expected to 
occur. We will come back to this in Part III of this 
series, where the behavior of the two-point distri­
bution function in the critical region will be dis­
cussed in detail. 

In Sec. VI, the distribution functions in the van 
der Waals limit are discussed for the two-phase region. 
We show that all distribution functions in this 
region are linear combinations of the two corre­
sponding distribution functions of the saturated 
vapor and liquid with coefficients proportional to 
the mole fractions of vapor and liquid. In our 
opinion, this shows for the first time that the geo­
metric separation of the two phases follows auto­
matically from the theory. In fact it seems that 
this property of the distribution functions is a 
deeper formulation of the condensation problem than 
the property of the constant vapor pressure (hori­
zontal portion of the isotherm), which it implies. 
This has already been indicated in a basic paper 
by Mayer6 in 1947, and perhaps our results can be 
looked upon as a strict proof, for a special case, 
of the general considerations given in that paper, 
although the precise connection is still dark to us. 

In Sec. VII we discuss in detail, the connection 
of our results with the Ornstein-Zernike theory and 
especially in respect to a recent, very interesting 
formulation of this theory given by Lebowitz and 
Percus.7 We conclude with some comments on the 
relevance of our results for the three-dimensional 
problem. 

II. GENERAL EXPRESSIONS FOR THE 
DISTRIBUTION FUNCTIONS 

First let' us recall the general definitions for the 
distribution functions. For the canonical ensemble, 
the s-particle distribution function is defined by 

N! 
n.(rl ... r., N, V) = (N _ s)! 

where 

8 J. E. Mayer, J. Chern. Phys. 15, 187 (1947). Compare 
also his paper J. Chern. Phys. 16, 665 (1948) and the account 
in Handbuch der Physik, edited by S. Fliigge (Springer­
Verlag, Berlin, Germany, 1958) Vol. XII, p. 165. 

7 J. L. Lebowitz and J. K. Percus, "Asymptotic behavior 
of the radial distribution function" (Preprint) (to be pub­
lished). 
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1 1 
DN = AaNN! Z(V, N) 

X exp [ - k~ ~ ~(Ir i - r j I) J. 
The corresponding formula for the grand-canonical 
ensemble are 

ii.(r l •.• r.; v) ~ 4 
v 

(8) 

p.(rl .. , r., V, z) = L: n.(rl ... r., V, N)PN , 
N2::<f 

where 

PN = (AzlZ(V, N)jG(V, z). 

and as we have already mentioned, the complete 
virial and fugacity expansions have been worked 
out (see reference 4). 

(3) After these preliminaries, let us return to our 
one-dimensional model. We prove that all the dis­
tribution functions can be expressed in terms of the 

(4) eigenvalues A,,(S) and eigenfunctions Vt,,(x, s) of the 
Kac integral equation (Part I, Eq. 10), and especially 
we will show that In the following we will always have in mind a 

single-fluid phase. In this case one knows that in 
the thermodynamic limit the distribution functions 
approach the definite values 

lim n.(rl ... r., N, V) = ii.(rl ... r.;v), 
N,V_co (5) 

lim p.(rl ... r., V, z) = p.(rl ... r.; z). 
v-co 

and these functions differ only in the dependence on 
v, and z, respectively, which however are uniquely 
related to each other by the second Mayer relation 

l/v = zx'(z). (6) 

Furthermore one knows that in this case the ii. 
and P. are spatially homogeneous. Adding a constant 
vector to r 1 ••• r. will not change the functions ii. 
and P.. Therefore ii2(rI, r2, v) depends only on 
Irl - r21, iia(rI' r2, ra, v) depends only on the lengths 
of the sides of the triangle (rI' r2, ra), etc. Finally 
it is known that in this case, the functions ii. and 
p. have the product property. This means that if 
the s particles are divided in groups containing aI, 
a2 ... particles, then for configurations in which 
these groups are very far apart from each other 

(7) 

and similarly for P •• Note that the meaning of "far" 
depends on the value of v or z. The product property 
implies that if all particles are far apart from each 
other, then ii. ~ (l/v)' and P. ~ p~. Note that this 
product property is the only direct relation between 
the ii. or p, and the lower distribution functions. 
One cannot find the lower distribution functions 
only by integrating over the positions of some of 
the particles. There are integral relations between 
the distribution functions, the so-called fluctuation 
theorems, but these relations are more complicated. 
We return to them in the next section. 

For small density or small z, the distribution 
functions approach the Boltzmann factor 

l (' dx e-~"iiixj l) = L: (0, sin, s + u) Jo ,,-0 

An(S + u) 
X Ao(S) _ A,,(S + 0) (n,s + u 10,s), 

., .. 
L: E (0, sin, s + u) 
»-0 n'-O 

X A,,(S + u) ( + I ' + ') 
Ao(S) _ A,,(S + u) n, sun, 8 u 

A",(S + u') (' + ' I 0 ) 
X Ao(S) _ An'(S + u') n , s u , S . 

(9a) 

(9b) 

Here, S = p/kT and the symbol (k, m I k', m') 
(k', m' I k, m), stands for the matrix element 

(k, m I k', m') = r:co 

dx if;,,(x, m)if;",(x, m'). (10) 

The distribution functions are expressed in relative 
coordinates, so that 

(11) 

iia(x, y; l) = iia(t2 - tI , ta - t2; l) ta 2: t2 2: tI , 

where h, t2 , ta are the coordinates of the particles. 
We have not derived in detail, the expression for 
the Laplace transform of the s-particle distribution 
function, but the structure of the Eqs. (9a) and (9b) 
is so transparent, that the generalization to the 
higher distribution functions seems obvious. 

Proof of Eq. (9a) 

As an artifice, we introduce an additional ex­
ponential attraction between all pairs of molecules 
and start from the new partition function 
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1 lL jL Z(L, N) = -N- ••• dt l •· ·dtN II S(lt; - til) 
A N! 0 0 ;<i 

X exp [I' L: e-'YI"-'il + E L: e-vl •• -til], (12) 
i<i i<i 

using the same notation as Part I, Eq. (2). It is 
then easy to show, that 

L 

(a l:E Z) .-0 = ! II dtl dt2 e-"I •• -t.1nltl , /2; N, L), 

o 

from which follows the analogous expression 

L 

( a In G) _ 1.lY dt dt - .. 1"-1,1 (/ /. L ) 
a - 2 I 2 e P2 I , 2 , , Z 

E .-0 

'Ir~~~.(x, x', s) = if;n(x, s + n'u)N".D".(x' ) , 

corresponding to the eigenvalues 

A~~~(s) = >'n(s + n' u), 

(18) 

(19) 

where 1/I,,(x, s), >'n(s) are the eigenfunctions and 
eigenvalues of the Kac equation, Part I, (10), Dn(x) 
are the Weber functions, and N n are the normaliza­
tion constants (21r)-i(n!)-!. Setting 

A(s, e) = A(O)(s) + eA(l)(s) + ... , 
'!F(x, x', S, e) = '!F(O)(x, x', s) + ei '!F(1) (x, x', s) + .. " 
one finds by a straightforward perturbation calcula­
tion for the maximum eigenvalue and the corre­
sponding eigenfunction 

(13) '!F(1)( ') = 1. ~ ho(S) + h,,(S + 0") 
00 x, X ,s 2 f='o ho(S) - hn(S + u) 

in terms of the grand-canonical quantities. Since 
in the thermodynamic limit, In G -----t Lx(z, e), one 
obtains from (13) in this limit, 

( ax(z, e») = 1'" dx e-""'P2(X; z), 
ae .-0 0 

(14) 

where x = t2 - t l · 
Exactly in the same way as in Part I, Sec. II, 

one can associate with the partition function (12) 
the integral equation 

X (0, sin, s + u)'!F~~)(x, x', s), 

A6~)(s) = ho(S) 

[1 + ~ >'n(8 + u) (0 I )2J 
X 2" f='o >'O(S) _ hn(S + U) ,8 n, S + u , 

(20) 

where the completeness relation 

L (0, sin, s + u? = 1 (21) 
n 

has been used. II dy dy' ii.(x, x'; y, y'}iJr(y, y') = A'!F(x, x'), (15) Now return to Eq. (17). We have found the 

with 

I. I _ [W(X) W(X
I )J' 

ii.(x, x ,y, y) - W(y)W(y') 

X exp [!I'i(x + y) + !e\X' + v')] 

maximum eigenvalue of (15): 

Ao(s, e) = ho(S) + EA~~)(s) + 
Introduce here: 

s = x(z, e) = x(z) + EXt(z) + 

X 1"' dTe-BTP'Y(X I y, T)P..(X' I y', T). 
where x(z) = plkT follows from Part I, Eq. (18). 

(16) One then obtains from (17), by equating the terms 
proportional to e, 

We omit the proof, since it will be obvious to the 
reader. The notation is again the same as in Part I 
except that in the P functions, the different ranges 
of the exponential attractions are indicated. The 
function Hz, e) is related to the maximum eigen­
value Ao(s, e) of Eq. (15) by the equation [similar 
to Part I, Eq. (18)] 

Ao(s, e) = (lIz) exp [!(I' + e)], (17) 

where S = plkT = x(z, e). To calculate the left­
hand side of Eq. (14), one must make therefore a 
perturbation calculation for Ao up to first order in e. 

It is easy to see that for e = 0, Eq. (15) is separable 
and that then the eigenfunctions are given by 

XI(Z) = (axcz, e») =! [A~~)~x) - !], (22) 
ae ,-0 l >'0 (X) 2 

using Eq. (20) from Part 1. SUbstituting in (14) one 
obtains Eq. (9a), from (20), since in the thermo­
dynamic limit P2(X, z) = ii2(x, l) with III = ZX'(Z). 

Proof of Eq. (9b) 

To generalize the trick used for the two-point 
distribution function, one is inclined to introduce 
three additional exponential potentials correspond­
ing to the three distances between the three particles. 
However to ensure the triangular relation between 
the three distances it then becomes necessary to 
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associate with each molecule, an additional "internal 
coordinate" /L;, which can be ±1, and to average 
over-all sets of values of the /L;. We start therefore 
from the new partition function 

[ 
"'" -1'I,,-t;1 + f- ""', -ualti-t;l] X exp /I L.. e L.. Ea L.. /L;f./.je . 
i<i a=l t<i 

(23) 

By differentiating after the Ea and then setting 
them equal to zero, and by summing over the /L;, 

it is found, using also the fact that Pa(tl , t2 , h; L, z) 
is symmetric in tl , t2, ta: 

XL exp [-up, Itl -t21-up, It2-ta l-up, Ita-tIl], 
p, 

where the sum goes over the six permutations of 
the indices 1, 2 and 3. This result is similar to Eq. 
(13). By going to the thermodynamic limit, setting 
In G = Lx(z, El, E~, Ea) and t2 - tl = X, ta - t2 = y, 
one obtains 

X L exp [-up,x - Up,y - up,(x + y)], (24) 
p, 

which is similar to Eq. (14). 
One now associates again with the partition func­

tion (23), the corresponding integral equation, which 
is 

1111 dy dYI dY2 dYa K o (x, y) 

X [coSh (j; XaE!) cosh (j; YaE!) ] 

X 'lI(y) = A'lI(x) , (25) 

with x = (x, Xl, X2, Xa), Y = (y, Yl, Y2, Ya) and 

K (x ) - [W(x)W(Xl)W(X2)W(Xa)]l: 
° ,Y - W(Y) W(YI) W(Y2) W(Ya) 

X exp [!/ll(x + y) 1 

00 a 

X 1 dT e-"P1'(x I y, T) IT PuaCXa I Ya, T), (26) 

which is similar to Eqs. (15) and (16). The ap­
pearance of the cosh functions instead of exponential 
functions is due to the summation over the /L;. 

The maximum eigenvalue Ao(s, El, E2, Ea) of Eq. (25) 
is again related to the function Hz, EI, E2, Ea) by 

Ao(s, El, E2, Ea) = (liz) exp [!(/I + El + E2 + Ea)], (27) 

with s = plkT = x(z, El, E2, Ea), and to determine 
the left-hand side of Eq. (24) one must perform a 
perturbation calculation for Ao up to first order 
in El, E2 and Ea. This is now much more involved, 
and we refer to Appendix A for some of the details 
and the completion of the proof. 

By introducing the resolvent R.(x, Y; p) of the 
Kac integral equation, [Part I, Eq. (10)], the ex­
pressions (ga) and (9b) for the distribution functions 
can be transformed into 

l 10
00 

dx e-
UX

ii2(x; l) = AO~S) If dx dy v/oCx, s) 
-00 

+00 

X I/Io(x l , S)Rm ( Xl, X2 ; AO~S») 

X Rs+ U{X2 ' Xa; Ao~s»)1/I0(X3' S). (28b) 

The proof is simple. The resolvent is defined in 
terms of the iterated kernels by 

R.(x, y; p) = K.(x, y) + pK;l)(x, y) 

+ /K;2)(X, y) + (29) 

where 

K;l)(x, y) = i:'" dz K;I-l)(X, z)K.(z, y), 

with K;O)(x, y) - K.(x, y). Since in terms of the 
eigenfunctions, 

K;l)(x, y) = L A~+I(S)I/I,,(x, s)I/I,,(y, s), (30) 
n=O 

then Eq. (28a) and (28b) follow from (9a) and (9b) 
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by expanding the fractions in the latter equations in 
powers of ~,,(8 + (f)/~0(8), and performing the sum­
mations over n. 

We conclude this section with some simple checks 
of the general formulas (9a) and (9b). 

(a) For 11 = 0, Le. for a gas of hard rods, the y;" 
are independent of 8, so that <0, 8 I n, 8 + u) = 0,,0, 
and ~0(8) = e-·6/8. Therefore Eq. (9a) gives 

Zl '" d -vz_b .•. ( l) 1 (31) x e nz x; = 6' • 
o [l+u(l-o)]e"-l 

using 8 = p/kT = l/(l - 0). This is equivalent 
to a well-known result first derived by Zernike 
and Prins.s 

(b) For 11 = 0, one obtains from Eq. (9b) 

1 IL" dx dy e-V"'-"'IIn:···(x, y; l) 

= 1 i"" dx e-vzn~···(x; l) 

• 1 fa"" dy e-V'"n~·C.(y; l), (31a) 

which is expected, since it is known9 that Kirkwood's 
superposition principle is valid for one-dimensional 
systems with nearest-neighbor interaction. 

(c) For large x, n2(x; l) ~ 1/l2, since 

lim u 1'" dx e-V"'n2(X, l) 
0"-0 0 

1 ho(S) 1 
-1 h~(S) = f ' 

using the fact that <0, 8 [ n, s) = onO' In a similar 
way one proves that for large y 

We have thus verified the product property for n2 

and na. It can also be shown that for large I, n2 

and na approach the corresponding Boltzmann factor 
[see Eq. (8)], but we will leave the proof to the 
reader. 

8 The result of Zernike and Prins [Z. Physik. 41, 184 
(1927)] can be written 

1 '" (x - ko)k-l 
n~'c,(x; l) = l ~ Sex - ko) (I _ o)k(k _ I)! 

X exp [ 
x - kO] 
l - 0 ' 

where S(y) is again the stepfunction. By taking the Laplace 
transform one obtains (31). 

9 Z. W. Salsburg, R. W. Zwanzig, and J. G. Kirkwood, 
J. Chern. Phys. 21, 1098 (1953). Compare also the discussion 
of one-dimensional systems by A. Munster (Stati8tische 
Therrrwdynamik, Sec. 8.8). 

III. THE FLUCTUATION AND VIRIAL THEOREMS 

From the product property of the distribution 
functions n. and P., it follows that the corresponding 
cluster functions, defined by 

xl(rl;z) = Pl(rl;z) 

X2(rl , r2; z) 

Xa(rl , r2, ra; z) 

P2(r1 ,r2;Z) - Pl(rl ;z)Pl(r2;z) 

Pa(rl ,rZ,r3 ;z) - P2(rl ,r2 ; z)Pl(ra; z) 

P2(rZ , ra; z)Pl(r1 ; z) 

pz(ra, r 1 ; z)Pl(r2 ; z) 

+ 2Pl(rl ;z)Pl(r2 ;z)Pl(ra;z), (32) 

etc.,lO have the cluster property, which means that 
for any configuration where the s particles are 
divided in two or more noninteracting groups the 
x.(rl ... r.; z) vanishes. As a consequence the 
integrals 

lim 1.. r ... r x.(rl ... r.; z) drl ••• dr. (33) v-", V Jv Jv 
must have a thermodynamic meaning, and the 
results are the so-called fluctuation theorems. From 
the definitions of the p, one easily findsll 

10 The general rule is as follows: Divide the 8 particles 
in a number of groups and form the product of the functions 
PI which depend on the particles in each group. Then x. will 
be the sum of products for all possible ways of division of 
the 8 particles with the coefficient (_I)k-l(k - 1)1, where 
k is the number of groups into which the 8 particles were 
divided. Similar formulas hold for the functions ii.; one 
obtains the same functions x. except that z must be expressed 
in v. 

11 There is the following difficulty: Eqs. (34 a & b) are 
derived, starting from the normalization condition 

Iv" . Iv dr1 ••. dr, p.(r1 '" r.; V, z) = (N~' 8) ,).v 
which follows from the definition of P.. The average of 
NI/(N - 8)1 over tqe grand canonical ensemble can be 
expressed in terms of N and its derivatives after the chemical 
potential p. and this then leads to the Eqs. (34 a & b). Now if 
one uses the 8ame argument for the canonical distribution 
function n.(rl .,. r.; N, V), which is normalized according to 

r .. .r dr l ... d:r n (r
l 

... r . N V) = N! J v J v • • '" (N - 8)! ' 

then one obtains a different answer because it is the averaging 
over N which brings in the derivatives of the specific volume 
after the pressure. On the other hand, for a single-fluid phase, 
the limit functions ii.(rr ... r.; v) and p.(rr ... r.; z) are 
identical and therefore also the cluster functions formed 
from them should be the same if one expresses v in z or 
vice versa. 

This paradox has often been discussed in the literature 
[see for instance J. C. Mayer, Handbuch der Physik, edited 
by S. Flugge (Springer-Verlag, Berlin, Germany, 1958) 
Vol. XII, p. 156)]. The mathematical reason for the apparent 
discrepancy must lie in the interchange of the two limiting 
processes which are required to derive Eqs. (34 a & b). 
Apparently this interchange is not allowed for the canonical 
distribution functions, although the exact reason is not 
clear to us. 
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. 1 11 kT a (I) 1 hm- drdr v =-- ---
V-a> V ,2 1\.2 V ap V V ' 

cNi NkT 
(34a) P = -av = V 

V 

1 111 eT
2 

a [1 a (I)J lim - dr, dr2 dra Xa = -- - - - -
V_"" V v ap v ap v 

V 

_3kT~(!)+~ 
v ap v v' 

(34b) 

etc. 
These results can also be derived directly from 

the expressions (9a) , and (9b) for the distribution 
functions. For instance from (9a) , it follows that 

l ""d -vx[-C l) IJ 1 1 o x e n2 x, - 7! = - I7ZZ - l 

- 6~ Jfv dr, dr2 (r'2 ::2~ir"r2; V, N), (38) 

which becomes, in the thermodynamic limit, 

(39) 

This is called the virial theorem, since it can also 
be derived directly from the virial theorem of 
Clausius. If the intermolecular potential ~(r) con­
tains a hard-sphere repulsion, then at r = d = 
diameter of the sphere, d~ / dr is not defined and 
(39) must be replaced by 

1 ~ Ao(S) (0 I )2 () kT + bkT (d+ ) + l ~ Ao(S) _ An(S + (7) ,S n, S + 17, 35 p = -;; ii2 ; V 

using the completeness relation (21). Now for 17 - 0, 
<0, sin, s + (1) - 0 for n ¢ 0, and (0, s I 0, S + (1) -
1 + 0«(12), which follows from the normalization 
condition. Therefore for (1 - 0 the right-hand side 
of (35) becomes 

1 1 Ao(s)(1 + 0(172
» 

- ~l2 - -l + ~ -I7A~(S) - !172A~' (s) -

1 1 A~'(S) 1 kT al 
= -- - 212 A~(S) = -2l - 213 ap , 

using l = -A~/Ao, s = p/kT. Therefore 

lim _£1 rr dt, dt2 X2 
L-.cD JJ L 

= 2 leo dx [~(x; l) - fi J = -1- ~; ~, (36) 

which is Eq. (34a). In a similar way one can verify 
Eq. (34b). 

A second group of "thermodynamical" rela­
tions for the distribution functions follow from 
the fact that the Helmholtz free energy 'iF = 
-kT In Z(V, T, N). This has as a consequence that 
the internal energy is given by 

E = 'lit _ T cNi = 3NkT 
aT 2 

+ ! ffv dr, dr2 ~(Irl - r 2 I)n2(r" r 2 ; V, N), (37) 

and the pressure by12 

12 Following H. S. Green [Proc. Roy. Soc. (London) 
189, 103 (1947)], the simplest way of deriving Eq. (38) is by 
assuming a cubical vessel of volume V = L3. By setting 
r,* = r,IL, the limits of integral inqr then become independent 
of L and one can carry out the differentiation after V or L 
under the integral signs. 

- ~ dr r3 ~&ttr ii fr · v) i
m d 

3'11" d dr 2\, , (40) 

where b = i'll" d3 and ii2(d+; v) = limy_a n2(r; v). 
Note that the one-dimensional version of Eq. (40) is 

kT 
p = I + okTn2(o+; l) 

- fa> dx x ~attr ii (x' l) (40a) • dx 2 , , 

where 0 is again the length of the hard rod. 
By further differentiation after T and V, one 

obtains from (37) and (38), thermodynamic rela­
tions involving the higher distribution functions. 
For instance, from (37) one gets for the specific 
heat per particle at constant volume, the general 
expression 

C. = ;k + 2:T2 I dr ~(r){~(r)n2(r; v) 

+ I drs [~(rI3) + ~(r23)liia(rl' r2 , ra; v) 

+ ! II drs dr4 [ii4(rl , r2, ra, r4; v) 

- ii2(r17 r2; v)ii2(ra, r4; V)l}. 

The question arises as to the verification of these 
relations directly from the expressions (9) or (28) 
for the distribution functions, and here one en­
counters the following apparent difficulty. Since 
~attr. = -ae-1'\ the integrals in (37) and (40a) 
involving n2(x; l), are similar to the Laplace trans­
form of ii2 (x; l), if 17 is made equal to 'Y. However, 
according to (9a), the Laplace transform of ii2 (x; l) 
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depends on all the eigenvalues and eigenfunctions 
of the Kac equation, while according to (37) [which 
for our model becomes (e = E / N)], 

e = k; - all'" dxe-'Y'n2(X; l); (41) 

the Laplace transform for CT = 'Y has thermodynamic 
meaning and therefore can depend only on the 
maximum eigenvalue Ao. The reason for the re­
markable simplification occurring when CT = 'Y be­
comes clear if we go back to the derivation of Eq. 
(9a). Clearly, if CT = 'Y, the device of adding the 
exponential attraction ee-ax amounts to increasing 
the strength of the real attractive potential from 
v to v + e. Equations (14) and (17) are still valid, 
but the associated integral equation is now almost 
exactly like the Kac equation, except that v is 
replaced by v + e. The kernel, developed in powers 
of e is therefore 

K.(x, y, E) = K.(x, y)[1 + (e/4vi)(x + y) + ... ], 
and performing the perturbation calculation one 
now finds 

Ao(S, E) = Ao(S) + EA61) (s) + ... , 
with 

A61) (s) = A~~~) i:'" dx Xlf~(X). 

From the analog of (22) one therefore obtains instead 
of (9a), the equation 

It is easy to verify that this equation is equivalent 
to (41). In fact, since in terms of the chemical 
potential, 

e = J.I. - T(aJ.l./aT) - p(aJ.l./ap), 

and since [see Part I, Eqs. (18), (19)] 

J.I. = kT In (Az), 

In Ao(S, v) = !v - In z, 
one finds 

e/kT = !v - (V/Ao)(aAo/av). + !, 
which, together with 

A 1+'" = 2 at dx Xlf~(X), 
v _'" 

reduces (41) to (42). 

The virial theorem (39a) can be verified in a 
similar manner. We omit the details, because in a 
way these verifications are simply a rearrangement 
of the general thermodynamic argument. The 
question remains how to derive the basic identities 
like Eq. (42), which can also be written in the form 

AO(S) f+'" d .,,2( ) _ Ao(S) 
2vt _'" X X '/"0 x,S 2 

+'" 

= 11 dx dy lfo(X, s)y,.o(y, S)Rs+'Y(X' y; AO~S»)' 

directly from the Kac integral equation. Such a 
derivation is given in Appendix B. 

IV. THE VAN DER WAALS LIMIT OF THE TWO­
POINT DISTRIBUTION FUNCTION; THE SHORT­

RANGE BEHAVIOR 

To investigate in the range x of order G, the 
behavior of ii2 (x; l) in the van der Waals limit, 
i.e. for 'Y ~ ° after setting v = Vo'Y, it is simplest to 
start from Eq. (28a). The first step is to "tame" 
the kernel KHa(x, y) as in Part I, Sec. III, by the 
substitution 

x = x' + 1] (2h) , , 

where 1](s) is determined by Eq. (29) in Part I. 
The contribution of the first term of the resolvent 
series (29), to Eq. (28a) then becomes 

-1-1f dx' dy' h(x')h(y') [W(X:L]t ·1'" dr e-(a+a). 
Ao(S) W(y) ! 

X P 'Y(X' I y', r) exp {!(Vo'Y)i(x, + y' + 21][2h]i) 

- [1]2h + 1](X' + y')/(2'Y)!] tanh (hr) l, 

where hex') is defined by Eq. (34) in Part I. One 
must now substitute the expansions (36) in Part I, 
for h(x') and Ao(S), and expand everything in powers 
of 'Y. Because of the taming, the zeroth approxima­
tion is very simple, since for 'Y ~ 0, P 'Y(x' I y', r ~ 
o(x' - y'), and since h(O)(x') is normalized to unity, 
one obtains for 'Y ~ 0, 

,,(2"'0) l co 

e w(s) 1 dr exp [-(s + o)r - !1J2 r] 

exp [1](2Vo)t - (s + CT + !1J2) 0] A 
= w(s)(s + CT + !1J2) == w(S) , (43) 

or one can say that for 'Y ~ 0, Ka+~(x, y) can be 
replaced by Ao(x' - y') = Ao(x - y) where A 
is defined by (43). Hence K.(:~(x, y) ~ A 20(X - y), 
etc., and one obtains 
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l fD dx e- UXii2(x; f) 

A A2 A 3 

=-+-"2+-:3+ 
w w w 

1 

[1 + u(l - o)]eu
• - 1 ' 

using s + (h2
) = l/(l - 0) which follows from I, 

Eqs. (30) and (31). 
In zeroth approximation, one obtains therefore, 

exactly the same result as for a gas of hard rods 
[see Eq. (31)]. This would of course be expected, 
since for small 'Y, the attractive force at distances 
of order 0 is very weak and, in zeroth approximation, 
will not affect the arrangement of the molecules, 
which arrangement will be determined only by the 
repulsive core. 

In the first approximation, the attractive force 
will have an influence even at distances of order o. 
To calculate this effect, one must collect all terms 
of order -y in the resolvent series. One then finds 

1 

[1 + u(l - o)]eu
• - 1 

(l ")4 2 2u. + -YVo _-_u_ u e + ... (44) 
lB I[l + u( l - 0) ]eu. - 1}3 . 

See Appendix C for some of the details of the 
lengthy calculation. The results derived in Part I, 
Sec. III must be used. 

As mentioned previously in the introduction, it 
is interesting to check these results with the virial 
theorem in the form of Eq. (40a). To do this, one 
must find ii2(0+; l) from Eq. (44). Multiply both 
sides of (44) by ueu

• and then go to the limit u ~ CD. 

The left-hand side, (with x' = x - 0) becomes 

lim u 1m 

dx' e-UZ 'ii2(x' + 0; l) 
CT_CIO 0 

'" ii2(0+; l)u fooo dx' e- U
" = ii2(0+; l), 

and by calculating the limit of the right-hand side, 
one obtains 

ii2( 0+; l) = l/l(l - 0) + 'Yvo(l - 0)/ Z2B + . .. . (45) 

Consider first the zeroth approximation, and sub­
stitute in (40a). One obtains 

p 1 21°° d _.yx-( l) kT = l~ - Vo-Y • x x e n2 x, , 

If we introduce -yx = x' into the integral, then 
since in the limit 'Y ~ 0, ii2 (x' h; l) = 1/l2

, the 
integral becomes 

so that the van der Waals equation is obtained 
once more. The second term in (45) leads to a 
part of the correction to the van der Waals equation 
of order 'Y mentioned at the end of Part I, Sec. IV. 
For the complete correction, one must know also 
the 'Y correction to the long-range behavior of 
n2(Xj l), and this is also needed to resolve the 
difficulty of the apparent nonagreement of the 
fluctuation theorem [Eq. (36)] and the first term 
of (44) with van der Waals' equation. In fact, from 
the first term of (44) one finds 

1m [- 1J 1 (l - 0)2 
o dx n2(x; l) - f = - 2l + 213 , (46) 

which agrees with (36) if p/kT = l/(l - 0). We 
shall see that the long-range behavior of ii2(X; l), 
which is of order 'Y, gives in the fluctuation integral, 
a zeroth-order contribution, which brings Eq. (36) 
into agreement with the van der Waals equation. 

V. THE VAN DER WAALS LIMIT OF THE TWO­
POINT DISTRIBUTION FUNCTION; THE LONG­

RANGE BEHAVIOR 

To determine the behavior of ii2 (x; l) for x of 
order 1/-y, we use Eq. (9a) for ii2 (x; l). Replace 
(J by (J'Y and then expand the right-hand side in 
powers of 'Y. First consider the matrix element 

(O,sln,s + u-y) 

= L:oo 

dx 1/!o(x, s, 'Y)1/!n(x, s + U'Y, 'Y). 

With x = x' + 7](s)(2/-y)l, we know that 

1/!(x, s, 'Y) == hex', s,-y) 

(47) 

= h (0) (x' ,s) + -y!h (I) (x' ,s) + ... , 
where the h (k) (x', s) are determined in Part I, 
Sec. III. Therefore, 

1/!n(x, s + U'Y, 'Y) 

= hn(x - 7](s + u-y)(2h)l, s + U'Y, -y) 

= h~O) (x' ,s) + -y! 

X [h~l) (x' ,s) - 2!u ~: ah~O~~,' , s) J + O("{). 

Since h~!) is orthogonal to h~O) for n > 0, then for 
n > ° [using Eqs. (38) and (39) in Part I], one finds 

(
-YB)! d7] (0, sin, s + u-y) = -u 2i ds On1 + OC'Y)· (48) 

For n = 0, one obtains 

(0, s 10, s + u'Y) = 1 - u
2 ~~ (~:Y + O('Yi

). (49) 
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Note that (48) and (49) are consistent up to order 
'Y with the completeness requirement 

'" L (0, sin, s + (J'''d = 1. 
naO 

Next we consider the eigenvalues. We know that 

).n(S, 'Y) = w(s) [1 + 'YJ.I~l) (s) + O(l)]' (50) 

where J.I~I) is given by Eq. (39) in Part I. Therefore, 

).n(s + (J''Y, 'Y) = w(s) 

X {I + 'Y[ (J' :(~; + J.I~l)(s) J + 0('Y2)}. (51) 

Using all this one obtains from Eq. (9a), 

Zl'" dx e-vrz~(x; l) = -~ - 1 
o 'Y(J'W 

+ ~ [~Wl; + ~, dJ.lcil)J + riB (d71)2 
(J'W 2 w w ds 2l ds 

X [~ + ( '/ ); (I) (l)] + (52) (J'W - (J' W w J.lo - J.l1 

Now there is the following complication: One would 
be inclined to replace w'(s)/w(s) by (-l) according 
to Part I, Eq. (31), but this is not correct. The ex­
pansion of the eigenfunctions and eigenvalues was 
done at constant s, while the Laplace transform of 
n2(x; l) is taken for a fixed value of l = -).~(s)/).o(s). 
Since ).o(s) and w(s) differ by a quantity of order 'Y 
[see Eq. (50)], one has 

-l = ).~(s) = w' [1 + 'Y w, dJ.lci
l

) + ... J, 
Ao(S) w w ds 

and so up to order 'Y, 

: = -z[1 + 1di)]. (53) 

This 'Y correction must be taken into account in 
the first term in Eq. (52), but can of course be 
neglected in the other terms. Since in zeroth order 

wI! = -l + 1:. al = -l _ l(l - 0)2 
w' las B2 

() _ (2110); . (dd71s)2 2110(l - 0)4 
71s - l ' B4 

J.lril) - J.I~l) = B; l2 _ B2 = 2110Cl - 0)2 
l 

one can simplify (52) to 

1m d -vrz - (l) 1 1 
o X e n2 X; = 'Y(J'l2 - 2l 

+ £l - 0)2 + 1'0(1 - 0)4. __ 1_. 
213 rB B + (J'l 

Since for a gas of hard rods one finds [see Eq. (46)], 
up to zeroth order in 'Y, 

1'" d -vrz-b .•. (. l) = _1 _ 1.. + (l - 0)2 
o X e n2 x, 'Y(J'l 2l 213 

one obtains 

i'" dx e -Ur" [n2(x; l) - n~··· (x; l)] 

1I0(l - ot 1 
rB B + (J'l 

Hence by inverting the Laplace transform one 
concludes 

n2(x; l) = n;···(x; l) 

1I0U - 0)4 + l' l5B exp [-(B/lhx]. (54) 

This holds for X of order 111', so that n;· r. (x; l) 
should be replaced by 1/l2. However in the form 
(54), it can be seen that our result connects with the 
short-range expression (44) derived in the previous 
section, since from (44) follows that for (J' -+ 0, 

1'" d -vz - ( l) - 1:. [1. + 1'1I,,(l - otJ +. o x e n2 x, - (J' e l5B ... , 

so that for;c -+ 00, we obtain 

_ 1 1'lIo(l - 0)4 
n2(x; l) = f + l5B ' 

and the second term is just the amplitude of the 
long-range exponential decay in (54). Note also 
that if one substitutes (54) into the fluctuation 
theorem (36), one obtains [using (46)] 

1'" [- 1J 1 (l - 0)2 
o dx n2(x,l) - f = -21 + 2za 

+ 1I0Cl - 0)' = _1.. + (l - 0)2 
l'B2 2l 2lB2 

as is expected since according to the van der Waals 
equation 

kT al 1 al (l - 0)2 
-2l3 ap = -213 as = -2lB2 • 

It is also easy to verify that, (54) together with (45) 
substituted into the virial theorem (40a), gives the 
complete l' correction to the van der Waals equation. 

We have also calculated the terms of order 1'2 in the 
long-range behavior of n2(x; l). Because the calcula­
tion is straightforward although very lengthy, we will 
record only the result since it is needed in Part III of 
this series. Call the inverse Laplace transform of 
the right-hand side of Eq. (44) n2(x; l)sbort rang., which 
consists therefore of n;· r. (x; l) plus the first cor­
rection due to the attractive force. Then we find 
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- (1\ + 'YPo(l - ot ( -B-yx/l 1) ii2(x; l) = n2X; "J.bortrang. lOB e -

+ pW l~5 0)8 [ _ 0(2l _ 30) + ~ Po(l ~ 0)2}3 xe- B1x/l 
2p~(l - 5)6 

l4B6 

X [0(2l - 3) _ Po(l - 0)\4f ~3 18lo - 270
2
) + p~(l - 0)4(l1l2 - 12lo + 185

2)J 2 -B-yxIZ 
916 'Y e 

+ p~(l - 0)6(l - 30)2 {I _ 8Po(l - 0?}2 2 -2B-yx/Z 
2l4B6 312 'Y e • (55) 

As a check, one can place this expression in the 
fluctuation integral, and obtain the expected result 
with al/ap computed from the van der Waals equa­
tion, plus the correction of order 'Y. The most in­
teresting feature of (55) is the appearance of the 
exponential with half the range of the exponential 
occurring in first approximation.13 

VI. THE DISTRIBUTION FUNCTIONS IN THE 
TWO-PHASE REGION 

Since at the condensation value z of the fugacity 
z, the specific volume v is a discontinuous function 
of z, all the grand canonical distribution functions 
p.(rl •• , r., z) are discontinuously changing from 
ii.(rl ... r.; VI) to ii.(rl .. , r.; V2), where VI and 
V2 are the specific volumes of the saturated vapor 
and liquid. In the condensation region, the functions 
P. therefore lose their meaning, but we can still 
ask for the meaning of the canonical distribution 
functions ii.(rl '" r,; v). Following Mayer, we assert 
that for any finite 8, one should expect 

ii,(rl ... r.; v) = (l/v) [~Ivlii.(rl '" r.; VI) 

+ ~2v2ii.(rl ... r,; V2)], (56) 

where ~I and ~2 are the mole fractions of the vapor 
and the liquid phase, so that V = ~IVI + ~~V2' The 
reason is that Eq. (56) expresses the geometrical 

13 We have also calculated from Eq. (28b) the long-range 
behavior of the three-particle distribution function. Up to 
order l' one finds 

In the far range we have therefore up to 0(1') the superposition 
principle 

n3(t1, h, ta; l) = Z3n2(tl , t2; l)n2(tl , t3; l)n2(t2, ta; l), 

which should be contrasted with the form of the Buperposition 
principle for the hard core given by Eq. (3la). 

separation of the two phases because of the following 
argument: Physically, since there is no outside force 
field, one must expect that in the equilibrium state 
the condensed phase is in the form of a large sphere 
surrounded by the vapor phase and that the position 
of the sphere is purely random. Of course, since we 
are discussing the thermodynamic limit exclusive 
of surface phenomena, this cannot be proved in 
detail, but one might expect that all results are in 
harmony with this picture. This is the case if the 
ii.(r, ... r.; v) fulfill Eq. (56). The first factor 
(l/v) in (56) is the probability per unit volume of 
finding one particle say at r,; it is independent of 
whether the particle is in the liquid or vapor phase 
because the position of the large liquid sphere is 
random. However if the first particle is in the 
liquid or vapor phase, then all remaining (8 - 1) 
particles will be in the same phase, because the 
chance that some of them are in the other phase 
will be proportional to the ratio of surface to volume 
of the liquid sphere and is therefore negligible in 
the thermodynamic limit. Since vlii.(rl ... r.; VI) 
and v2ii.(rl ... r,; V2) are the conditional proba­
bilities to find (8 - 1) particles in phase 1 and 2 
if the first particle is in the same phase, and since 
~I and ~2 are the a priori probabilities to find the 
first particle in phase 1 or 2, this accounts for the 
second factor in Eq. (56). 

Several points should be noted: 

(a) The ii.(r, '" r.; v) are still spatially homo­
geneous, although there are two phases. This is 
clearly again due to the fact that the position of 
the liquid sphere is random. 

(b) The n,(rl '" r.; v) do not have the product 
property. The presence of the two phases produce 
correlations even when the particles are far apart. 
In particular, 

if the two particles are far apart, and since 



                                                                                                                                    

240 UHLENBECK, HEMMER, AND KAC 

the fluctuation integral will go to infinity, which is 
in accord with the constant vapor pressure. 

(c) If one substitutes (56) for s = 2 into the virial 
theorem [Eq. (39)], then since 

~ f dr r:' ii2(r; v) 

1f dip - -= 6v dr r dr [~lvln2(r; VI) + ~2v2n2(r; v2)] 

= ~!2 (kT _ p.) + ~2V2 (kT - p.) 
v VI v V2 

kT 
= -;; - p., 

using the virial theorem for each of the two phases 
separately, one obtains that the pressure p is really 
constant and equal to P •. 

Thus far, all these general statements are of 
course not really proved. It is therefore of great 
interest that for our one-dimensional model, the 
relations (56) follow strictly in the van der Waals 
limit. This can easily be seen from Eqs. (28a) and 
(28b). We know from Part I, Sec. IV, that in the 
two-phase region, the maximum eigenvalue in the 
van der Waals limit is doubly degenerate and that 
the two eigenfunctions for small 'YO do not overlap. 
Since we also showed that corresponding to a given 
1 = ~111 + ~212' the eigenfunction is given by 

Vto(x; 1) = ~t Vto(x; 11) + ~l Vto(x; l2), 

one immediately sees from (28a) and (28b) that 
ii2(x; 1) and ii3(x, y; 1) fulfill the one-dimensional 
form of Eq. (56) for 8 = 2 and 8 = 3. Equations 
(28a) and (28b) are so obviously generalizable that 
there is little doubt that Eq. (56) also holds for 
arbitrary 8. 

VII. THE RELATION TO THE 
ORNSTEIN-ZERNIKE THEORY 

To show the connection between our results and 
the Ornstein-Zernike theory, we will first present 
the one-dimensional version of this theory . We start 
with an integral equation connecting the correlation 
function g(tl' t2 ) defined by 

g(tl' t2 ) == g(x) = l[ii2 (x; l) - 1/12], (57) 

with the so-called direct correlation function 
C(tl, t2 ) == c(x). Both functions depend only on the 
absolute value of the distance x = t2 - tl between 
the two particles at tl and t2 , and in the one phase 

region they both go to zero for x ~ co. The equation 
is: 

g(tl, t2 ) = C(tl' t2) + £:00 dt3 g(tl, t3)c(t3, t2), (58) 

and to make it plausible one can argue as follows: 
The correlation in position of two particles is in 
the first instance caused by the direct interaction 
between the two molecules and this is expressed 
by the term C(tl' t2 ). In addition, there is an indirect 
effect through the action of a third particle in the 
neighborhood of the two particles, and this is 
described by the second term in (58). We do not 
try to give a formal derivation of (58).14 From the 
way in which Eq. (58) is used, it seems clear that 
it is valid only in some asymptotic sense and for 
long-range attractive forces. Note that one can 
write (58) in the form: 

g(x) = c(x) + £:00 dy g(x - y)c(y) , (58a) 

which implies that for the Fourier transforms, one 
has the simple relation 

g(k) = c(k) + g(k)c(k). (59) 

We now observe that near the critical point the 
range of g(x) is magnified because of the small 
compressibility of the gas. This follows from the 
fluctuation theorem, which gives 

f +a> kT (al) 
-00 dx g(x) = yeO) = -1 - 7 ap T· (60) 

However the range of the direct correlation function 
c(x) should not increase near the critical point since 
it is determined by the attractive force. This is 
confirmed by the relation 

f +OO yeO) 
-00 c(x) dx = c(O) = 1 + yeO) 

_ L(~) 
- 1 + kT al T' 

(61) 

which follows from (59) and (60). 
In the critical region, therefore, Ornstein and 

Zernike develop in Eq. (58a), g(x - y) in powers of 
y up to y2. Since in the range we are concerned with 
g(x) » c(x), one can neglect c(x), and using the 
fact that c(x) = c( -x), one obtains the differential 
equation 

14 In a second paper, ("Statistical Thermodynamics 
of Non-Uniform Fluids" (Preprint) (to be published), J. L. 
Lebowitz and J. K. Percus have given a formal derivation 
of the Ornstein-Zernike equation (58) which they claim to 
be exact. However, at present it is not yet clear whether this 
leads to a successive approximation method which would 
start with Eq. (69) as first approximation. 
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with 

(62) which is the result of Lebowitz and Percus. It is 
easy to verify that for our model, where 

(63) 

which has the solution [using (60)] 

g(x) = K( -~~ :~)e-'z, (64) 

This can now be compared with the long-range 
behavior of fi 2 (x; 1) discussed in Sec. VI. Clearly, 
the fin;:t approximation (54), agrees with (64) both 
in form and in the dependence on the compressibility 
aplal. Since K depends on the unknown function 
c(x), we cannot proceed further. However, as 
Lebowitz and Percus (see reference 7) have point.ed 
out, one can analyze the Ornstein-Zernike equation 
(58a) in more detail by using the basic ideas of the 
theory of van der Waals. In the first plaee, it is 
clear that for large x, c(x) should be proportional 
to the potential of the attractive force lP(x), and 
that only for x close to zero will c(x) deviate from 
lP(x) due to the hard core. Then, since according to 
van der Waals the equation of state has the form 

(65) 

with 

ao = - 10'" dx lP(x) = - !C;;(O) , 

and since c(O) has to fulfill Eq. (61), a very plausible 
ansatz for c(k) is 

c(k) = cb.c·(O) - C;;(k)/lkT, (66) 

with 

cb.c·(O) = 1 + (l2/kT)(apb'°'jal). (67) 

From Eq. (66), we obtain g(k) hy (.19), and if we 
now define the long-range behavior of U(k) by 

((r'(k) = g(k) - t·o·(O), (68) 

where 

t···(O) = ch.c'(O)/[l - cb,·,(O)], 

one finds 

-I.r'(k) lkT 
g = C;;(O) + r(ap/al) 

C;;(k) 
X -C;;("""-k)---C;;C-'-O) _ l3eap/al) , (69) 

one obtains from (69) exactly the first approximation 
to the long-range behavior of fi 2 (x, l) derived in 
Sec. V. For low density, 13(ap/al) :: -lkT is very 
large, and Eq. (69) therefore becomes 

gl.r'(k) :: -C;;(k)/lkT, 

which is in agreement with the expected result 

- ( l) rv -! -~(z)/kT rv 1 [1 - IP(~J 
n2 x, = 12 e = [2 kT' (70) 

Near the critical point ap/al is very Rmall, and Eq. 
(69) can then be approximated for small k by 

gl.r·(k) :: lkT/[iC;;"(O)k2 
- nap/al)] 

which gives 

-I.r,(x) ~!:!:.I. (-2 l3 ap)-i 
g - 2R ao al 

X exp [-~ (-~ ~)!J (71) 
R 2ao al ' 

where R is defined by 

2 ! L:'" X
2

1P(x) dx C;;"(O) 
R = = -. (72) 

L~ dx lP(x) 4ao 

This has precisely the same form as the Ornstein­
Zernike result (64) except that now the range 1/" 
is expressed in the intermolecular potential. In fact 
(64) becomes (71) by setting 

= 1 (_~~)i 
K R 2ao al . (73) 

We believe that Eq. (69) is an exact result in the 
sense that it gives the long-range behavior of the 
correlation function in first approximation for any 
lon/!:-ran/!:e potential, and for the whole range of 
density from the ideal gas to the critical region. 
'Ve are able to confirm this belief by generalizing 
the discussion in Sec. V to the case that the attractive 
potential is the sum of exponentials as in Part I, 
Eq. (52). We found again that Eq. (69) is fulfilled 
exactly. Since the calculations follow the same lines 
as for one exponential, we will present only an outline 
of the proof. For a potential 

m 

lPatt./kT = -'Y 2: IIi exp (-u;'YX) , 
i=1 

where "i = a./kT, the Kac integral equation is in 
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FIG. 1. Graphical determination of the ranges from Eq. (84). 

m variables, and the kernel is given by 

K,(X1 ... X"" Y1 .,. y",) 

1'" -IT lIm [W(X;)]! [v' ( )] = 0 d7e i-1 W(y,) exp "2 Xi + y, 

X PWy(Xi I Yi, 7). 

To investigat.e the approach to the limit "I -) 0, 
one has to "tame" the integral equation by the 
substitutions 

Xi = X: + 1],(2/"1u,)', y = y: + 1],(2/"1Ui/" 

where 

1], = 
1](P'; U .)1 

[L (v./u,)]t , 

with 1] defined as in Part I, Eq. (33). In zeroth ap­
proximation one then obtains, instead of Eq. (37) 
in Part I, the differential equation 

a2H(0) [(1) ] 
L --2- + L u, - L - t L M,jz,zj 
,aZi ,l l '.1 

X H(O)(Z1 ••• z",) = 0, (74) 

where z, = x:(ui)-l, and the matrix M is given by 

(75) 

with 
(76) 

Since by an orthogonal transformation z, = Lk aikYk, 
one can diagonalize the matrix M, so that 

L M,;z,z; = LAkY!; (77) 
1.i Ie 

one finds in this approximation, 

H~~) ... n .. = IT N",D"'(YiA~), 
i-I 

An, ... " .. = W(S){ 1 + "It[ ~ ~ 
- ~ (n, + l)A'J + ... }, 

(7S) 

with N .. , = (n;l)-'(27ru;)-1. Since the maximum 
eigenvalue is still w(s), one again obtains the van 
der Waals equation of state as already noted in 

Part 1. The van der Waals constant ao is given by 
[see Part I, Eq. (53)] 

1 1
'" 

Po == ;T = - kT 0 dx <Pattr.(x) = ~ ;: ' (79) 

so that 
LCi = 1 - (B/f/, (SO) , 

where B is given by Eq. (3S) in Part I. 
With these results, the generalization of the 

calculation of the long-range behavior of n2(x; l) 
is straightforward and we find 

- ( . l) - _h.o.( . l) + 'Yl(l - 8)2 
~ X, - n2 X, 2B4 

m 

X L S!A!/2 exp [- A!I2'YX] , (81) .-1 
where 

'" 
Sk = L aik(c~/2 / u ,). (S2) 

i=1 

In the derivation one must use the identity 

'" 2 B2(l2 - B2) L Aks. = l4 , 
k-1 

(83) 

which follows immediately from (77) by setting 
Yk = Ci!Uk' For the discussion of Eq. (Sl), the At 
are needed. It is now easy to show that the secular 
determinant of the matrix M can be written in 
the form 

m (m 2) I 2 C1'Ui I,M,; - Ac5,;11 = II (0', - A) 1 - L 2 _ A . 
1-=1 1=-1 a, 

Hence the Ak are the m real roots of the equation 
m 2 L 2 C,Uj = 1. 

i-I Ui - A 

By putting in the expression for C i , and by using 
Eq. (79) and the expression for B, one can write 
this as 

fer) == i: (20:/u;) = _l3(~) , 
;=1 (ru;) - 1 al T 

(84) 

where r = A -to From (Sl) it can be seen that the 
m roots r. of this equation are the ranges of the 
exponentials in n2(x; l). The function fer) is plotted 
in Fig. 1. For low densities -l3ap/al ~ lkT, and 
thus it becomes very large. Then r; -) l/u; and 
since Ci -) 0, one sees from (75) that the orthogonal 
matrix aij --+ 8'j, and from (82) it follows that the 
amplitudes siAl of the exponentials in (81) become 
2vkll, so that n2 (x; l) approaches the expected form 
(70). 1\ ear the critical point, _13 ap 1 al is very small, 
and from Fig. 1 we see that r m becomes very large, 
while all the other ranges remain finite. From (S-!) 
we find that in this limit, r m is determined by 
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l L: 2a. - l3 ?1!. 
r~ • u! - - al' 

which can be rewritten as 

l = AI/2 = ~ (_L. ~)! (S5) 
r m .. 'YR 2ao al ' 

where R is defined by (72). The range of the mth 
exponential becomes therefore the Omstein-Zemike 
range (73). To show that also the amplitude checks 
with Eq. (71), notice that since according to (SO), 
near the critical point ~. c. ~ 1, the eigenvector 
aim must approach the value 

1/2/ a(O) _ Ci U, 

im - (~ (cju~»! ' 

because this will give the eigenvalue zero to which 
Am approaches. From (S2) then follows 

2 "c. 2vo(l - 5)2 2R2 
8", ~ L.... 2 = l3 'Y, 

i Ui 
(86) 

which leads to the amplitude of Eq. (71). Finally, 
we can show that not only the ranges, but also the 
amplitudes of the remaining (m - 1) exponentials, 
remain finite near the critical point. This follows 
from the identity (S3) , since it allows us to con­
clude that 

using (85) and (86), and noting that near the critical 
point (_l3 j2aO) (apjal) '" B2 je. Hence, since all 
the Ak are positive, all the 8! must go to zero at 
least as B\ and from (81) it then follows that all 
amplit udes except the mth remain finite at the 
critical point. 

We have seen therefore that Eq. (Sl) behaves 
in the same way as the Lebowitz-Percus result (69) 
in the ideal gas and in the critical region. To show 
that the Fourier transform of (81) fulfills (69) 
exactly, requires the proof of the identity 

f 2 A~8~ = (1 _ :t C.)2 CP(k) 
;~I k + A; i=I' 1 - CP(k) , 

(87) 

where 

which is given in Appendix D. 

YIn. CONCLUDING REMARKS 

Although we have restricted ourselves mainly to 
the one-dimensional case, it is clear that several 

a!'pects of the discussion can be generalized to three 
dimensions. 

1. The connection between the virial theorem and 
the van der Waals equation discussed in Sec. IV 
can be discussed in the same way for the three­
dimensional case. For a weak but long-range at­
tractive force, the virial theorem in the form of 
Eq. (40) shows that one can separate, in zeroth 
approximation, the effect of the hard core from the 
effect of the attractive force. The ii2(d+j v) will be 
determined by the hard-sphere repulsion, while in 
the last term in Eq. (40), the ii2(r; v) can be replaced 
by the asymptotic value Ijv2

; this leads to 
p = ph.G. _ a/v2 

with 

a = :!a7r dr r3 ~attr = 1 d ( ) 1'" d J 
o dr -2 r~attrr, 

(88) 

which agrees with the value C /2 derived in Part I , 
Sec. V. Of course, ii2(d+; v) for a gas of hard spheres 
is not known, so that as in Part I, Sec. V one can 
only conclude that the equation of state is van der 
Waals-like. One should note also that this derivation 
is completely equivalent to the original considera­
tions by van der Waals and Lorentz. 

2. The Ornstein-Zernike theory and especially 
Eq. (69) are clearly valid in any number of di­
mensions. The first approximation of the long-range 
behavior of ii2 (r; v), which this theory gives, agrees 
with the van der Waals-like equation (88) through 
the fluctuation theorem, and it gives a correction 
to the inner pressure (-ajv2

) through the vi rial 
theorem. If one could still find a physical (and 
therefore generalizable) argument for (a) the next 
approximation to the short-range behavior of 
ii2(r, v), corresponding to the last term in Eq. (44), 
and (b) the higher approximations to the long-range 
behavior of ii2(r; v), corresponding to Eq. (5.1), 
then it would be possible, through the fluctuation 
and virial theorem, to develop a successive approxi­
mation method for the equation of state which 
would start from (88) as the zeroth approximation. 

3. We believe that the linear relations (56) for 
the distribution functions in the two-phase region 
are also valid in any number of dimensions. We 
have shown in Sec. VI that through the virial 
theorem, these relations lead to the constant vapor 
pressure in the two-phase region. Of course this 
does not prove that there are two phases. The 
linear functional equation (like the Kac equation), 
whORe maximum eigenvalue is doubly degenerate 
in the condensation region with nonoverlapping 
eigenfunctions, is lacking in the three-dimensional 
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theory. Whether it will be possible to construct such 
a functional equation from the set of distribution 
functions as Mayer has tried to do, and whether 
the degeneracy of the maximum eigenvalue and the 
relations (56) can then be shown rigorously, remains 
to be seen. 

APPENDIX A-COMPLETION OF THE PROOF OF 
EQ. (9b) 

We must solve the integral equation (25) by a 
perturbation calculation with the parameters ~,. 
Setting 

,T, = ,T,(OOO) + ~ kl2 112 m/2,T,(klm) 
'" '" L..J tl t2 ta '" , 

kim 

A 
= A(OOO) + ~ kl2 112 m!2 A (klm) 

L..J fl f2 fa , 
kim 

(AI) 

one finds immediately that in zeroth order the 
eigenfunctions and eigenvalues are given by 

'I'~oo°>Cx) = y;,,(x; s + nlUl + n2U2 + naO"a) 

3 

X II N",D",(x;), 
\=1 

where n = (n, n1, n2, na). The A,~~~,~) and especially 
A~~~~), are needed. Since the calculation is lengthy, 
we will only list the intermediate results which 
are required for the final refmlt. One easily sees 
that \flOOD) = '!F(010) = '1'(001) = ° and that in 
A, only the integral powers of t; contribute. One 
finds 

a> 

'I'~~~~) (x) = L a~110)'I'~~~g) (x), 

with 
,,-0 

1 AoeS) + A"eS + u! + 0"2) 
2 Ao(S) - A,.(s + 0"1 + (2) 

X (O,sln,s + Ul + (2), 

and similar expressions for 'I'~~~~) and 'I'~~~~). In 
the order tl, one obtains 

with 

a(200) 
n 

a> 

,T,(200)(X) = ~ (200),T,rOOO) (x) 
'" 0000 L..J a" '" ,,200 , ,,-0 

(A2) 

and similar formula for the terms of order t2 and fa. 

Then in the order t! t2 one finds 

A6~~g) = AO(S{ ~ + ~ AO(S)A:S AjS 0"+ ~1 O"~ 0"2) 

X (0, sin, s + 0"1 + 0"2)2]' (A3) 

The only thing we need know ahout the eigenfunction 
'I'6~;g) (x) is the fact that the integral 

is proportional to 0",0' 
In the order ~1(~2~a)!, one obtains for the develop­

ment coefficients, a~211) of '116~~~) in '11~~~~), that. is, 
for the integral 

(211) - f dx ,T,(211 ),T,(OOO) a" - "'0000 '£',,011 , 

the expression 

a~2l1) = -i (0, sin, s + 0"2 + ua) 

+ ! AoeS) + A"eS + 0"2 + ua) 
2 Ao(S) - An(S + 0"2 + O"a) 

X to [(n, s + 0"2 + O"a I m, s + Ul + (2) 

AmeS + 0"1 + (2) < I 
X Ao(S) _ Am(S + Ul + 0"2) m, S + 0"1 + 0"2 0, s) 

+ (n, s + U2 + Ua I m, s + Ul + ua) 

Am(S + U! + (Ta) ] 
X Au(S) _ Am(S + Ul + Ua) (m, S + (11 + Ua I 0, s) • 

No other development coefficients are needed. This 
leads finally in the order tl t2ta, to 

A~~~~) 1 + 1 ~ [ A.eS + (11 + 0"2) (0 I + + )2 
Xo(s) = 8 2" f.:o Ao(S) - A,.(s + (11 + 0"2) ,s n, S Ul U2 

}..n(S + U! + Ua) (0 I + )2 + }..n(S + U2 + Ua) + }..o(S) - A,,(S + (11 + (1a) , S n, S (1) + Ua }..o(S) - A,,(S + U2 + Ua) 

X (O,sln,s + U2 + ua)2] + 2 ~~ [<o,sln,s + U2 + ua) 

A.(S + U2 + ua) < I ) Am(S + CTl + CT2) 
X hu(S) _ x,,(s + U2 + Ua) n, S + U2 + Ua m, S + u\ + U2 Xo(S) - }..",(s + u) + (2) 

X (m, S + u) + U2 I 0, S> + 2 similar terms with (U2, Ua), (0"1, (2), replaced by (UI, (1a), 

(u), (T2), and by (UI' ua), (Ut, ua)]. (A4) 
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To calculate the left-hand side of Eq. (24), one 
must still expand Eq. (27) by substituting for S 

in the expansion for Aoooo(s), 

S = p/kT = x(z, El, E2, Ea) 

= x-(z) + ~ k/2 1/2 mI2_(klm) .t...J El E2 Ea X . 
k,l,m 

By equating in (27), equal powers of the Ei, one can 
then express the x(klm) in terms of the A6~~~)(S), 
where now s = p/kT = x(z). One finds 

X(200) = X(020) = X(002) = 0, 

1x- (220) 1 A(220) () _ 1. 
= Ao(S) 0000 S 4, 

and finally 

l- (222) = !. + _I_ 
X 4 Ao(S) 

X { A (222) 1.[A(220) + A(202) + A(022)] I 
0000 - 2 0000 0000 0000' (A5) 

Substituting in this equation the results (A3) and 
(A4) , one finds that lX(222) is exactly equal to the 
double sum in Eq. (A4). Since this double sum is 
symmetric in 0'1, 0'2, O'a, all the six terms on the right­
hand side of (24) are equal to each other, so that 
one can write Eq. (24) in the form 

61 Jim dx dy Pa(X, y; z)e-··Z-".-"(Z+.) = lX(222). (A6) 

Since the Laplace transform is over the two relative 
distances x and y, we need only two 0' variables. 
Setting 

0'1 = 0' - !O", 

1 f+oo 
= 2/12 _'" dx xy,.,,(x; S + 'Y)y,.,.(x; S) 

Multiply this equation with 

i:'" dy y,.n(y; S + 'Y) y,.k(y; s), 

and sum over all n. On the right-hand side, use the 
completeness relation 

00 

L: y,.n(x; S + 'Y)y,.n(y; S + 'Y) = o(x - y). 
n=O 

The term with a/ax then vanishes and one is left 
with 

!. i: Ak(S) + A,,(S + 'Y) 
2 n~O Ak(S) - An(S + 'Y) 

X [i:'" dx y,.k(X; s)y,.,,(x; S + 'Y) J 
1 f+'" 2 = 2 1/2 dx Xy,.k(X; S). 

II _0> 

This holds for all k. By letting k = ° and by using 
(9a) , Eq. (42) follows. We leave it to the reader 
to prove, in a similar way, the identity implied by 
the virial theorem (40a). 

APPENDIX C-PROOF OF EQ. (44) 

After the "taming" substitution and after ex­
panding up to O(-Y), the contribution of the nth 
term of the resolvent series (29) to Eq. (28a), can 
be written in the form 

one easily verifies that the three terms under the +00 

double sum in (A4) become equal to each other exp [n (2 )1/2] If 
A~(S)O dx' dy' h(x')h(y') and hence that (A6) reduces to Eq. (9b). 

APPENDIX B-PROOF OF THE IDENTITY (42) 

From Eqs. (8) and (9) in Part I of this series, 
one can easily verify that the kernel K.(x, y) of 
the Kac integral equation fulfills the identity 

aKu.,/ay + aK./ax 

= (!v1l2)(K.+'Y + K,) + bK.+'Y - !xK •. 

MUltiply this equation with y,.k(Y; S)y,." (x; S + 'Y), 
and integrate over x and y. In each term, one of 
the integrations can be performed. After a partial 
integration of the second term, the result can be 
written in the form 

[
W(X')]1I2 J .+~. J ' X W(y') dZ I ••• dZ~_1 

+ ha~(z~-1 + Z~)2]p 'Y(Z~-1 I z~, ti ), 

where 

a = S + 0' + h 2
; a. = h(h)1/2(l - t.); 

z~ == x', z~ == y', 
and where for Ao(S), hex') and hey'), one should still 
substitute the expansions (36) of Part 1. We have 
already seen that in zeroth order, one obtains (A/w)" 
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with 

A = (l/a) exp [-aCl + 1/(2J10)']. 

There are six sources of terms proportional to ". 
1. In zeroth order, s + h 2 = 1/(l - Cl). Since 

one develops at constant l, one obtains up to first 
order, 

s + h 2 = l/(l + I1l - Cl), 

with I1l = " dJL6!) Ids, where JL61) (s) is given by 
Eq. (39) in Part 1. From the zeroth approximation 
one therefore obtains the contribution 

-P"nul1l/[l + u(l - Cl)], 

where 

P = e-v3 /[1 + (l - Cl)]. 

2. From the A~(S), one clearly obtains the con­
tribution 

-P"n"JL61
) = -!n,,(l - B)P". 

3. From the " terms in the square brackets one 
obtains 

nP" ~Bl {1 - ~ (Cl + ~) + ~ (Cl
2 + ~Cl + !2)}. 

4. From the ,,' terms in the square brackets 
combined with the correction of 0(,,') in the eigen­
functions hex') and hey'), one obtains 

nP" 2J1~" (l _ Cl _ !) (l - Cl)2 
laB 

X [1 - 21 + ;~2 (1 - 41 + 3 ~:) J. 
5. From the product of two,,' terms in the square 

brackets, one obtains 

!n(n - 1)P" Jll~ (l - Cl - 1/a)2. 

6. In all these contributions, the function 
P-r(Z:-1 I z:, ti) was replaced by the zeroth ap­
proximation, which is Cl(z: - Z:-l). One must there­
fore still calculate the contribution due to the 
deviation of P -r from the Cl function. All other factors 
can now be replaced by the zeroth approximation. 
From the Markoff property of P -r all the z: integrals 
can be performed immediately. One then carries 
out the y' integral using the result that up to 0(,),), 

L:'" dy' F(y')P -r(x' I y', t) 

= F(x') - "x' tF' (x') + "tF" (x') . 

The x' integral can be performed and one finally 
obtains 

nP" ~ (Cl + ~) [1 - ~ + Jlo(ll; Cl)2J. 

Combining all these results, and summing over n 
then leads to Eq. (44). Here, as in many of the other 
calculations, a principle of maximum simplification 
seemed to be operative. If the final answer was not 
simple, we invariably found that we had made some 
algebraic errors! 

APPENDIX D-PROOF OF THE IDENTITY (87) 

For the proof we are indebted to Dr. J. H. Halton 
of the Brookhaven National Laboratory. The first 
step is to develop the left-hand side of (87) in in­
verse powers of k2

• Using the fact that 

L (Mr+2)i;ZiZi = L A~+2y~, 
iti 

from which follows by putting Zi = C!/Ui' 

( )112 L (M,+2)ii ~ = L A~+2s;; 
.. i G'iUi i 

one obtains for the left-hand side 

It is now slightly more convenient to introduce 
instead of the matrix M [given by (75)], the matrix 

In this way, (A7) can be written 

1 '" (-1)' 
k2 L -er .. L . ciLii,Lid , ••• Li,+d 

r=O t .ll·· O lr+l,l 

The summation over i and j can be performed 
immediately and give the factor 

ci,(l - L C;)2. 
; 

Call Pi = -uUk2
, and for convenience of writing, 

set Ci = -di. It is then easily seen that the identity 
(87) can be written in the form 

<I> 
X Pi,Pi, ••• Pi, = 1 _ <I> ' (A8) 

where now 

" Pi <I> = L.. di 1=-p. ' . . 
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By sUbstituting L and by working out the product, 8, the left-hand side of (AS) becomes 
one can verify that the sum over the iI, i2 ... ir .. • 
can be written as L L L II di.p::, 

8=1 i1·~"i. rl···r. k-l 

where the summation over the rk are now unrestricted 
and go from one to infinity. One therefore obtains 

where the summation over the integers r k go from 
1 to (r - 1), and are restricted by the condition 
(denoted by the prime) 

r l + r2 ••• + r. = r. 
= i: (L~)' = _cI>_, .-1 i 1 - Pi 1 - <I> 

Interchanging in (AS) the summations over r and which verifies Eq. (AS). 
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Asymptotic Behavior of the Radial Distribution Function* 

J. L. LEBOWITZ 

Belfer Graduate School of Science, Yeshiva University, New York, New York 
AND 

J. K. PERC US 

Courant Institute of Mathematical Sciences, New York University, New York, New York 
(Received 21 September 1962) 

The pair distribution function in a uniform classical fluid is equivalent to the one-body density 
when one particle is fixed. An implicit relation for this nonuniform density is found by a functional 
expansion of the difference of chemical potential and external potential about its value for a system 
of uniform density. A linearization of this expansion, followed by retention of, at most, second 
derivatives of the inhomogenity, reproduces the Ornstein-Zernicke relations for the asymptotic 
pair correlation. Linearization alone calls for the sum of internal potential and direct correlation 
function to vanish asymptotically. This relation is developed for the case of weak long-range forces, 
resulting in the Debye-Huckel expression for an electron gas, and reproducing the asymptotic cor­
relations of the Kac-Uhlenbeck-Hemmer one-dimensional model. The relation is also shown to 
follow from the virial expansion for the direct correlation function. 

1. INTRODUCTION 

T HE qualitative properties of the radial distribu­
tion function in a uniform classical fluid are still 

incompletely understood. Whereas the short-range 
character must depend explicitly upon the inter­
action potential, presumably in a quite complicated 
fashion, it has been suggested l on numerous occasions 
that the form of the radial distribution function well 
outside the range of the potential is essentially 
universal, with at most a few parameters determined 
by the potential. Indeed, as a critical point is ap­
proached, and random fluctuations predominate, the 
specific form of the potential might be completely 
masked in the asymptotic region. There are however 
only a few instances2

,3 in which the asymptotic 
correlation function has been rigorously determined. 

It is the aim of this paper to consider the problem 
of asymptotic correlations from the point of view 
of local characterizations of nonuniform systems, 
which we have previously presented.' This enables 
us to discuss the assumptions of the basic Ornstein­
Zernicke theory,5 and to weaken these assumptions, 
giving rise to a formulation of particular use in the 
case of weak long-range potentials. A comparison 

* Supported in part by U. S. Atomic Energy Commission, 
Contract AT(30-l) 1480. 

1 F. H. Stillinger and H. L. Frisch, Physica 27, 751 (1961); 
M. Fischer, Physica 28, 172 (1962); M. S. Green, J. Chern. 
Phys. 33, 1403 (1960). 

2 B. Kaufman and L. Onsager, Phys. Rev. 76,1244 (1949). 
3 M. Kac, G. E. Uhlenbeck, and P. C. Hemmer, J. Math. 

Phys. 4, 216 (1963). 
4 J. L. Lebowitz and J. K. Percus, J. Math. Phys. 4, 116 

(1963), hereafter referred to as 1. 
6 L. S. Ornstein and F. Zernike, Proc. Acad. Sci. Amsterdam 

17, 793 (1914). 

with the rigorously derived correlations of the Kac­
Uhlenbeck mode13 provides support for the essential 
validity of the approach used. 

2. REVIEW OF FORMALISM 

A method previously developed' for examination 
of distributions and thermodynamic parameters of 
nonuniform classical systems will be used here. In 
this study, it was shown that if 

'Y(r) A + f3fJ. - f3U(r), 

(2.1) 

f3 = (kT)-l, 

for a system with external potential U, chemical 
potential fJ. in a grand canonical ensemble, then the 
multi particle distribution functions are obtainable 
by successive variational differentiation of the one­
body density n(r): 

ff:l(rl) = n(rl) (2.2a) 

5'2(rl , r2) = n2(rl , r2) - n(rl)n(r2) 

+ n(rl)o(rl - r2) (2.2b) 

on(r I) / o'Y(r 2) 

(2.2c) 

Here 5'. is the 8th U rsell function,' in which however 
the component ordinary distributions are allowed to 
refer to identical particles: 

n(rl) = n(rl) , n2(rl, r2) = nirl' r2) + n(rl) o(rl - r2), 

na(r1, r2, ra) = na(rl , r2, ra) + n2(rl , r2)o(r2 - r3) 

+ ... + n(rl) o(r2 - ra) o(ra - r.). 

248 
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The principal technique for examining nonuni­
form systems consisted of transforming from an 
initial (uniform) no(r) to the final desired n(r) by 
a functional Taylor expansion 

f[nl = f[no] + J ~~~~ 10 ~n(rl) drl 

which is known to within the constant chemical 
potential Jl. If the uniform comparison system is 
that at density p, then iJ. is unaltered by the potential, 
and we have, from (2.2)-(2.5), with ~n(r) = G(r), 

'Y(r) - (3J.1. - A = - (3~(r) 

= J [p -1 oCr - x) - X(r - x)]G(x) dx 

(2.3) - ~ J ... J 5:aCx, Xl, X2) 

+ ~ II an(!:~~(rz) 10 ~n(rIMn(rz) drl dr2 + 

where 

~n(r) = n(r) - no(r). 

The required density derivatives were obtained in 
terms of known'Y derivatives by the chain rule 

_0_ = J o-y(rz) _0_ dr 
on(rl) on(rl) o-y(rz) 2· 

(2.4) 

The quantity o-y(r2)/on(rl) was written as 

o'Y(rz) == o(rl - rz) _ X(r r) 
on(rl) n(rl) I, Z, 

(2.5) 

and, as the matrix inverse to (2.26), thereby satis­
fied6 

n2(rl , ra) _ 1 = X(r r) 
n(rl)n(rz) I, Z 

+ I [:(;~)~~;!) - 1 }(r3)X(r3 , r2) dr3, (2.6) 

so that X is to be identified with the generalization 
to nonuniform systems of the direct correlation func­
tion of Ornstein and Zernicke.5 

3. ASYMPTOTIC FORM OF RADIAL DISTRIBUTIONS 

We now make use of our general formalism to 
investigate some properties of uniform fluids. This 
will be done by considering the response of the 
fluid to an external potential U(r) induced by keep­
ing a fluid particle fixed at r = 0/ i.e. U(r) = ~(r), 
the intermolecular potential. Then n(r) becomes the 
density of particles at r when it is known that there 
is a particle at the origin: 

n(r) = pz(r)/ p = p + G(r) , (3.1) 

where p and P2(r) are the singlet and pair densities, 
and G(r) the normalized radial correlation function 
in the uniform fluid. 

An implicit equation for the density G(r) can now 
be obtained by applying (2.3) to 'Y(r) of (2.1), 

6 Equations (2.5) and (2.6) are identical to Eqs. (2.10) 
and (2.12) of I with the relation between X and C (used in I) 
given in Eq. (4.1) of I. 

7 See, e.g., J. K. Pereus, Phys. Rev. Letters 8, 462 (1962). 

x [p -I o(rl - XI) - X(rl - XI)] 

X [p -I o(r2 - X2) - X(r2 - X2)] 

X [p-Io(r - X) - X(r - X)] 

X G(rl )G(r2) dr l ••• dX2 + ... (3.2) 

A superior expansion for many purposes, using a 
generally smaller expansion parameter, is obtained 
by taking the uniform comparison system for 
evaluation of 'Y(r) as that at the local density n(r). 
Then 

~n(x) = n(x) - n(r) = G(x) - G(r) , 

so that 

'Y(r) - A = 

(3.3) 

(3.4) 

(3iJ. - (3~(r) = (3iJ.o(p + G(r» + I [n-I(r)o(r - x) 

- Xo(r - x)][G(x) - G(r)] dx 

- ~ J ... J 5:30(x, XI, X2)[n-\r)o(r - x) 

- Xo(r - x)][n-I(r)o(rl - XI) - XO(rl - XI)] 

X [n-\r)o(r2 - x2) - Xo(rz - x2)][G(rl) - G(r)] 

X [G(rz) - G(r)] drl ••• dX2 + ... , 
where subscript zero indicates that the quantity 
is to be taken in a uniform system of density 
n(r) = p + G(r). 

To the extent that Xo and 5:30 of (3.4) are short 
range, G(x) - G(r) may be expanded in a Taylor 
series about r within the integrals, and we find 

(3J.1. = (3~(r) + (3J.1.o(p + G) - ~ (p :~)2XO \l2G 

1 l~ ((3 )2 2 
- "6 (p + Gt xO (\lG) + ... , (3.5a) 

where 
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= (n\o/{3) f X2Xo(X) dx 
with the O-Z theory which was developed for the 
vicinity of the critical point, where the compres­
sibility is indeed very large, (see also Sec. 6 and 

= f x2GO(x) dx / f [o(x) + Go(x)] dx, (3.5b) reference 11). 

l~ = f 5'ao(X, Xl, X2) [n -l(r) o(x) 

- XO(X)]XI'X2 dx dX I dX2' (3.5c) 

Here Xo = n-1 (op/on)-l 10 is the isothermal com­
pressibility, entering through the relation 

(3.6) 

The earliest work on the asymptotic behavior 
of G(r), where G(r) is small compared to p, was done 
by Ornstein and Zernike5 (O.Z.), and is essentially 
equivalent to (a) keeping only terms linear in G, 
and (b) cutting off the series in (3.5) after the \1 2 

term. This yields 

Op.~(p) G.(r) _ -61 ~2 \12G.(r) = -/p(r) , 
up p X 

(3.7) 

where Ga is the asymptotic value of G. Since /p(r) 
is the intermolecular potential, it will generally have 
a short range, i.e., it will vanish in the region in 
which G assumes its asymptotic form, and the right­
hand side of (3.7) can be set equal to zero. This 
leads at once to the usual O-Z equation (noting 
pop./op = op/op) 

\12G. = (6/ A2)G •. (3.8) 

The "advantage" of our analysis over a purely 
macroscopic derivation of Eq. (3.8) is that we 
have here an explicit expression for the coefficient 
of \1 2Ga, in terms of G (but not necessarily of Ga), 

an advantage shared by other treatments as well.s 

The solution of (3.8) in three dimensions is 

Ga = Ar- l exp [-(6!/A)r], (3.9) 

and in one dimension, where the factor 6 in (3.5), 
(3.8) should be replaced by two, 

G. = A exp [-(21/ A)r]. (3.10) 

It is easily verified that the use of G. itself for 
computing A in (3.5b) leads to a contradiction which 

4. LONG-RANGE POTENTIALS 

We may attempt to minimize the assumptions 
leading to (3.7) by avoiding assumption (b) and 
supposing only that (3.4) can be linearized in G. 
This leads directly to the result 

-(3/p(r) = (3(op.o(p)/op)G + f [p-lo(r - x) 

- X(r - x)][G(x) - G(r)] dx 

= Xl(r), (4.1) 

where the subscript one indicates the result of 
linearization in G. If one again restricts attention 
to the asymptotic region, in order to justify re­
taining only linear terms in G, then, for a short 
range /p(r) , (4.1) implies that X(r) also vanishes 
asymptotically. This arises from the fact that in 
(3.4), it is not sufficient to know Ga(r) alone even 
where r is large, since G appears in integrals over 
the whole domain of r. Indeed there may be no 
general way of separating the asymptotic part of G. 
However, when the intermolecular forces are weak 
everywhere, i.e., when /p is always small, then (4.1) 
does become correct, representing the lowest order 
in /p in an expansion of X. In fact, a virial expansion 
of X starts with the term X = e- li " - 1, which is 
precisely what one obtains by expanding exp ['Y(r)] 
rather than 'Y in Eq. (3.2) or (3.4) [see Appendix]. 

When /p is not only small but also has a finite 
range, the corresponding G must also assume the 
form G = -p{3/p "'-J p(e-li'" - 1). It is only when /p 
has a very large range, i.e. the moments of /p are 
not small even though /p is, that we get an interesting 
situation. This can be seen most easily by going over 
to the Fourier transform of X and G. We have then 
from (4.1) 

(4.2) 

but since from (2.6) 

G(k) = pX(k)/[l - pX(k)], (4.3) 

becomes less severe when the integral of G a, which then correspondingly 
in this approximation would be proportional to the 
compressibility, is very large. This is consistent 

8 See, e.g., L. J. Goldstein in Symposium on the Many­
Body Problem, edited by J. K. Percus, (Interscience Publishers, 
Inc., New York, 1963), Chap. XIX. 

Gl(k) = -{3w(k)/[1 + {3w(k)]. (4.4) 

If /p(r) has a finite range, then /p(k) will be small 
everywhere and (4.4) can again be expanded to 
give Gl(k) = -{3p/p(k). However where /p(r) has 
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a long range, 'P(k) will be large near k = 0, and 
such an expansion cannot be made. 

The Electron Gas 

An example of the foregoing is the case of an 
electron gas embedded in a uniform positive back­
ground. Here 

Thus 

and 

where 

k~O 

k = 0. 

(4.5) 

(4.6) 

and 9 is the radial distribution function. Equation 
(4.8) is the well-known Debye-Huckel9 form of G 
to lowest order in e2

• As is also well-known, (4.8) 
does not give a sensible result near r = 0, i.e., 
for r < (47rEolfJe2) = roo This is not surprising since 
'P(r) near the origin is not only not small but is in 
fact infinite. 

The difficulty of infinite 'P(r) and correspondingly 
infinite -'Y(r) can be overcome as previously men­
tioned if the expansion (3.4) of 'Y(r) is replaced by 
an expansion of e')'cr). Doing so, (4.4) is replaced by 

G1(k) = pt(k)/[l - pt(k»)' 

where 

fer) = e-II '('cr) - 1, (4.9) 

but the anomaly of a negative 9 is still not elimi­
nated, for the "effective" fJ'P, while not infinite, does 
reach unity at the origin. Indeed, (4.8) is expected 
to be correct at most asymptotically, i.e., for 
r 2:: D » roo Furthermore, in a real system, 'P is 
strongly modified near the origin. It is thus more 
reasonable to consider the case of an intermolecular 
potential made up of two parts: a strong short­
range part and a weak long-range part. 

t P. Debye and E. Huckel, Z. Physik 24, 185 (1923). 

S. THE KAC MODEL 

An example of a potential with strong short­
range and weak long-range parts has recently been 
studied in detail by Kac, Uhlenbeck, and Hemmer 
(K-U-H).3 This one-dimensional model is of great 
interest because it can be solved rigorously (with 
great skill and great labor), and it leads to a first­
order phase transition, something never before 
found rigorously. The potential has the form 

Ixl < 0 

Ixl> 0 

~l(X) = -ao,),e-Y.t, 

(5.1) 

where x is now a one-dimensional variable and 
'YO « 1. The asymptotic region is defined by x 2:: 'Y- 1 

and there is a parameter of smallness 'YO. In the limit 
'Y -t 0, this model exhibits a phase change described 
by the van der Waals equation: 

p = fJ- 1 pl(l - po) - ao/ 

= fJ-1/(Z - 0) - aolZ2
• (5.2) 

If (4.1) is now considered in the asymptotic 
region, where G and X are small, then Xl (r), which 
we shall now call X~(r), has the form 

X~(r) = -fJ'Pl = aofJ'Ye-')'r (5.3) 

and 

It is seen from (5.3) and (5.4) that the even moments 
of X~(r) will be of order (Ill) .... Stated differently, 
if we expand X~(k) in a power series in k, we find 

Hence all coefficients in the series (5.5), except for 
the zeroth, will be very large. The correct X(k) 
would presumably have a power series expansion 
whose coefficients, except for the zeroth-order term, 
are essentially the same as those given in (5.5). 
This would, for example, be the result of a virial 
expansion of X (or G). (It is a peculiarity of this 
type of potential that the moments of G or X, other 
than zero, diverge for all densities in the limit'Y -t 0, 
which may limit the inferences that can be drawn 
from it.) 

For the purpose of finding the asymptotic form 
of G, for x 2:: 'Y -1, it is thus sufficient to modify 
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Xo(k) at k = 0 to have its correct value therelo
: 

X(k) = X.(k) + [X(O) - X.(O)] 

= 2,Bao/(1 + 'Y-2k2) + p-ls. (5.6) 

Using (5.6) to find G(k), in order to obtain the 
asymptotic form of G, yields 

G(k) = pX(k)/(1 - pX(k)] 

= _s_ + 2,Bpao 2 [k: + 1 - s - 2,BpaO]-l 
1 - s (1 - s) 'Y 1 - s 

(5.7) 

and this in turn leads to 

Go(r) = ,Bpao'Y 2 (1 - s - 2,Bpao)t 
(1 - s) 1 - s 

X exp [ -'Yre - ; == ~,8paorJ. (5.8) 

We now employ Eqs. (3.6) and (5.2) for X(O) and p 
to find s: 

s = (X(O) - X.(O)p = (1 - ,Bdp/dp) - 2,Bpao 

1 - (1 - pO)-2 = 1 - ,BOPh/OP, (5.9) 

where Ph is the part of the pressure which comes from 
the hard core alone. There finally results 

(l - 0)4 [dPh/dP]! 
G.(r) = 'Y r ,Baa df dl 

X exp [ -'Y{~/!zhTJ, (5.10) 

which is precisely the expression obtained by K-U­
H. when the system is not too close to the critical 
point, at which dp/dl vanishes. Had we taken s to 
be a function of k, independent or weakly de­
pendent on 'Y, with the correct value for k = 0, 
the exponent and coefficient in (5.10) would have 
been modified by terms which vanish when 'Y ~ O. II 

We may perhaps understand the region of break­
down near the critical point by considering that in 
the derivation of (4.1) from (3.4) we have neglected 
terms of order G2 compared to (op.o(p)/op)G. Near 
the critical point, dp/dl and, hence, dp./dp, of course 
vary as (l - le)2, and as T - T e, where le and Te 
are critical volume and temperature. Since G ,...., 

10 The corresponding modification in the case of the 
electron gas would yield corrections to G. of higher order in e'. 

n Note added in proof: The ad hoc prescription given here 
for obtaining Ga from X., to lowest order in "(, can be made 
rigorous and generalized to obtain also higher-order terms 
in G. from a limited knowledge of X. It is interesting to note 
from Eq. (5.10) that when ao is negative, i.e., we have a weak 
long-range repulsive potential, then, the range of the radial 
distribution function is smaller than that of the direct corre­
lation function. 

'Y(dp/dl)-t, we are assuming (in suitable units) that 
'Y2 (dp/dl)-l «'Y(dp/dl)l, or'Y« (dp/dl)i. We are thus 
limited to the region 'Y « (l - U\ 'Y« (T - To)!, 
which are the same as the limits found by K-U-H. 

6. DISCUSSION 

Go as given in (5.10) is of the same form, ex­
ponential, as that ·given by the O-Z theory for a 
short-range potential, Eq. (3.10). It is clear, how­
ever, that (1) when the O-Z theory, Eq. (3.7), is 
applied to this potential, it will yield a G a which is 
the sum of two exponentials with the wrong ex­
ponents and coefficients, and (2) the simple expo­
nential form of (5.10) is here due entirely to the 
precise form of the assumed long-range part of cpo 

This is certainly so if our method of arriving at 
(5.10) is essentially valid and can be used as well 
for other forms of cp,. It is easy to construct cp,'s­
shallow square-well sum of exponentials-for which 
G. would be a sum of exponentials, or decaying 
oscillatory exponentials, or change from one to the 
other as a function of density. We may also surmise 
that the single exponential form is not universal 
from the fact that (5.10) may be expanded in a virial 
series the lowest-order term of which - p,Bcp, is given 
correctly by the usual expansion; presumably the 
higher-order terms also follow correctly. This would 
not be true if G. were a single exponential, but CPI 

were not. l2 

There remains the question of the validity of the 
linearization of (3.4). If we are interested in the 
asymptotic region from the outset, we may equally 
well use (3.2) as our starting point. Combining 
terms as before, this reduces to 

-,Bcp(r) = X(r) - ~ III ffa(x, Xl, X2,)X(XI)X(X2) 

X [p-10(r-x)-X(r-x)]dxdx1dx2+ ... , (6.1) 

and this may profitably be rewritten as 

-,Bcp(r) = X(r) - ~ II [offixl, x2)/on(r)] 

X X(XI)X(X2) dXl dX2 + .... (6.2) 

Keeping the Kac-Uhlenbeck model in mind as pro­
totype, it is clear that for large r, the regions 
Xl ro.J X2 ,...., r; X, ,...., r, X2 far from r; and X2 ,...., r, 
Xl far from r in the second term of (6.2) all con-

12 P. C. Hemmer has shown: (1) that our analysis yields the 
correct result for G. when 'PI consists of a sum of exponentials 
and (2) that near the critical point (but still (l - lo)3 » "(, 
(T - T.) I » "() one exponential will dominate the long-range 
part of G. There is thus approximate agreement with the 
O-Z theory in this range, though there is no way of determining 
both A & A appearing in (3.10) from the O-Z theory alone, 
c.f. discussion at the end of Sec. 3. 
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tribute 0('/). In the first case both X(XI) and X(X2) 
would be of order "( while in the second case 5:2 and 
one of the X's would be of order "(. We still have to 
show that when Xl and X2 are both far from r then 
05:2 (Xl , x2)/on(r) is of order '/' To do this we con­
sider an expansion of "(r), similar to (3.2), with the 
nonuniform density nCr) caused by keeping two 
fluid particles fixed at XI and X2. In this case, 

nCr) = Pa(r, Xl, X2) / P2(XI, X2), (6.3) 

where, as in section three, PI refers to the l-particle 
distribution in a uniform system of density p. Thus, 
to lowest order, 

- i3[cp(r - Xl) + cp(r - x2) 1 

= J [p-Io(r - x) - X(r - x)] 

X [pa(x, XI, X2) - pJ dx + '" (6.4) 
P2(XI, x2) 

After some manipulation, started by expressing Pa 
in terms of 5:3, Eq. (6.4) may be put in the form 

05:2 (XI , X2) ~ ( ) I X( ) ( ) c5n(r) = -fi'2 XI - X2 r - Xl + i3cp r - XI 

+ X(r - X2) + i3cp(r - X2) + P -I [o(r - XI) 

+ oCr - X2)]) + oCr - xI)o(r - x2). (6.5) 

We see that taking X(y) = -i3CP(Y) + 0("(2) for 
y » 0 leads to 05:2(XI, x2) /on(r) '" 0("(2) for r far 
from XI and X2 which in tum makes the second term 
in (6.2) of 0("(2). We have also verified this explicitly 
for the lowest order in the density. 

The virial expansion of X(r) may actually be 
used to verify (4.1) directly to lowest order in "(. 
As is well-known, all the clusters appearing in the 
virial series for X must be at least doubly con­
nected. In fact,13 

00 It-I 

X(rI2) = f(rI2) + L _P_­
k~2 (k - I)! 

X J Sk(1, 2, ... ,k + 1) dr3 ... drHI , 

where Sk is the irreducible cluster sum of the I's 
connecting (at least doubly) k + 1 particles. It is 
easy to convince oneself that for rl2 large, i.e. of 
order 1'-\ all the terms in the sum will be of order 
1'2 at least. Thus the term proportional to P is 

f(rI2) j f(rI3)f(r23) dr3 • 

13 M. J. von Leeuwen, J. Growenweld, and J. de Boer, 
Physica 25, 792 (1959); F. H. Stillinger and F. P. Buff, 
J. Chern. Phys. 37, 1 (1962). 

For large r 12, fer 12) will be of order " and so will 
the integral. In general it is sufficient to look at the 
ring diagrams for clearly none of the other clusters 
will give (lower )-order "( contributions. In the term 
proportional to p3 there will be a ring diagram which 
contains f(r!2) and this will behave essentially like 
the three-particle ring. Similar considerations show 
that the term 

j f(rI3)f(r14)f(r23)f(r24) dr3 dr4 

is again of order 1'2, for rl2 large (we simply have to 
enumerate all the possibilities: r3, r4 close to r i or r2; 
r3 close r4 far, etc.) and the same holds for all other 
ring clusters.14 The same analysis will also apply to 
the case where I{JI is the sum of exponentials.12 
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APPENDIX. ALTERNATE EXPANSIONS 

We describe here several alternate expansions to 
the one developed in Sec. 3 for obtaining the 
properties of a uniform system in terms of a non­
uniform system with an external potential induced 
by keeping one of the particles fixed at the origin. 
We have already referred to the expansion of ey(r). 

This yields according to (2.2)-(2.5) with 

~n(r) = G(r) , (AI) 

oe y (r) 'Y (r) 0'Y(r) 
--=e --
c5n(x) on (x) , 

(A2) 

(e-fJ'I'(r) - 1) == fer) = X(r) + ;! X2(r) 

1 jo{f(XI , x2) X( )X( ) d d 
- 2! on(r) XI X2 XI X2 + (A3) 

It is interesting to note that the series in (A3) can 
be partially summed to start with (eX(r) - 1). 

We consider next the inverse process of Eqs. 
(3.2) and (A3) , i.e., instead of expanding ,,(r) or 
eyer) in a Taylor series in ~n(r') we expand nCr) 
in a series in ~'Y(r') or ~e'Y(r') (cL Sec. 3 in I). In 

14 Note added in proof: Similar results for the lowest "( 
order in Xa were also obtained by E. Helfand and M. Fischer. 
We have also obtained a very simple expression for the "(2 

term in X a from graphical consideration. This agrees with 
the second-order term in Ga obtained by Uhlenbeck, Kac and 
Hemmer, first from their integral equation, and later from 
direct graphical analysis of Ga. 
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the first case we find for 

nCr) = G(r) + p, 

A'}'(r) = - (j<p(r) , 

G(r) = - (j f ff:z(r, x)<p(x) dx 

= -fJw(r) - (jp f G(r - x)<p(x) dx 

(A4) 

fJ2 f A + "2 5'a(r, Xl' XZ)<p(X1)<p(XZ) dX1 dxz + ... (A5) 

When <p is both weak and short range then, to 
lowest-order G = (jp<p, as discussed in Sec. 4, which 
results from the first term in (A5). For the electron 
gas where <p is assumed weak everywhere but is 
long range, the first two terms in (A5) would again 
yield the Debye-Huckel result. For the Kac poten­
tial, however, where <p(x) is long range and in 
addition is infinite for Ixl < 0, (A5) cannot be used 
at all even for r large. This indicates that we try 

expanding nCr) in Ae'Y(r) = e).+tJ~f(r). Writing thus 

on(r) - 'Y (x) liner) --=e --lie 'Y (x) o,},(x) , (A6) 

we find 

G(r) = f ff:z(r, x)f(x) dx + ;! { -f ff:z(r, x)r(x) dx 

+ f ff:a(r, Xl, x2)f(x1)f(x2) dX1 dXz} + ... 

= pf(r) + p f G(r - x)f(x) dx 

- !pf2(r) - !p f G(r - x)f(x) dx 

+ ;! f ff:a(r, Xl, xZ)f(x1)f(X2) dX1 dX2 + (A7) 

It is seen from (A7) that, unlike (4.1), the higher 
terms in the Taylor expansion will contain terms of 
order ,}" so that terminating the expansion after 
one or two terms will not yield Go correctly even 
to the lowest order in '}'. This agrees with our analysis 
of Secs. 5 and 6. 
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Thermodynamical functions are expressed by perturbation theory as stationary functionals of 
the 1-, and 2-body potentialsi the stationary conditions yield the 1-, and 2-body correlation functions 
in terms of the potentials. Through the use of diagramatic methods, it is possible to explicitly invert 
these relations and express the potentials in terms of the correlation functionsi in turn the thermo­
dynamical functions become stationary functionals of the correlation functions. This procedure is 
carried out for normal (quantum and classical) systems. For superfiuid systems, h J-body potentials, 
and correlation functions need also be considered and the above procedure becomes imperative to 
eliminate the nonphysical h !-body potentials. Its first two steps are illustrated, and various features 
of this formulation and its usefulness are discussed. 

I. INTRODUCTION 

WE are concerned with equilibrium statistical 
mechanics of classical and quantum systems. 

First we discuss how the thermodynamical functions 
can be considered as the solutions of a variational 
problem and then we explicitly construct these 
functions. Equilibrium statistical mechanics may be 
viewed variationally in several different ways. 

1. For definiteness we consider a system the 
Hamiltonian of which is the sum of a one-body 
potential l 

VI and a two-body potential V2. Perturba­
tion theory expresses the grand partition function 

or rather its logarithm Log Z = W as an explicit 
expansion in powers of {3v I and {3V2, 

(Ia) 

and the one- and two-particle distribution functions 
GI , G2 are then defined by 

free energy. These expressions, for fixed values of 
Gl or Gl and G2 satisfy 

(%{3v l )F = 0, 

(%{3v,)S = o. 
(Ib') 

(Ib") 

These relations express, for example, that the right 
hand side of (Ia"), considered as a functional of 
{3Vi, becomes equal to the entropy S for the particular 
values {3Vi = {3Vi which satisfy Eq. (Ib") and, for 
fixed values of Gi , render that functional stationary. 
In a short but less precise way, we state that for 
fixed values of Gi , S is a stationary functional of 
the potentials {3v;. 

2. A partially reciprocal point of view is obtained 
by considering the free energy as expressed in terms 
of G, and {3v!: 

(2a) 

which satisfies 

(2b) 

(Ib) We then have 

Instead of W, one may consider 

F = W{{3v l , {3V2} + J {3V I GI , (Ia') 

S = W{{3v" {3V2} + ~ J {3v,G" (Ia") 

where S is the entropy .and F (although slightly 
differing from its usual definition) is considered as a 

I In which we include the kinetic energy minus the chemi­
cal potential 110. 

W = F{G!, {3v2} - J {3v,G, , 

which, for a fixed value of v" is such that 

(oj o!3v!)W = 0, 

(2a') 

(2b') 

i.e., W, for a fixed value of VI, is a stationary func­
tional of G!. 

Equation (l.b') expresses the one-particle dis­
tribution function in terms of the potentials; Eq. 
(2b) expresses the one-body potential VI in terms 
of the one-particle distribution function, an ex-

255 



                                                                                                                                    

256 CYRANO DE DOMINICIS 

pansion first found for classical systems by Yvon2 

in 1935. The stationarity property, Eqs. (2a', b'), 
was first pointed out by Lee and Yang3 in con­
nection with quantum systems. Formulations in­
volving not the one-particle distribution function, 
but the one-particle Green's function '.5.6 lead to 
explicie expansions of (2a, b). 

Yvon2
•
9 had previously pointed out the usefulness 

of Eq. (2b) in relation to phase transitions in classical 
systems, and (2a') involves only a slight rewriting 
of the virial expansion for inhomogeneous systems 
derived by Yvon. Self-consistent approximations are 
constructed by approximating (2a) with 

p(O) {GI , .Bv21 , (2e) 

and determining GI by the implicit equation 

.BVI = (oloGI)F(O) {GI , .BV2). (2d) 

Thus a generalization to nonzero temperature of the 
Hartree-Fock approximation is obtained by keeping 
in F (0), terms up to first power in V2' 

3. The fully reciprocal point of view is obtained 
by considering the entropy as expressed in terms of 

S{GI , G2 1· 
Clearly we also have 

.Bv; 

If we now write 

(3a) 

(3b) 

W = S{GI , G2 ) - j; J .Bv;Gi (3a') 

for fixed values of the potentials Vi, we obtain 

(oloG,)W = o. (3b') 

Explicit forms of (3a, b) have been derived for 

2 J. Yvon, Actualites Sc. et Ind. 203 (1935). 
3 T. D. Lee and C. N. Yang, Phys. Rev. ll3, 1165 (1959); 

117,22 (1960). 
4 E. Montroll and J. Ward, Phys. Fluids 1, 55 (1958). 
6 P. Martin and J. Schwinger, Phys. Rev. 115, 1342 (1959). 

A. Abrikosov, L. Gorkov, and I. Dzyaloshinsky, Soviet 
Phys.-JETP 36, 900 (1959). 

6 J. Luttinger, J. Ward, Phys. Rev. 118, 1417 (1960). 
7 It should be pointed out that for quantum systems, 

no explicit expansion of F or VI , in terms of the one-particle 
distribution function (average occupation number) is known 
so far. Formulations of references 3 and 8 lead to explicit 
functionals of the occupation number, but the kinetic energy 
at least, is still explicitly present. Expansions (2.a) and 
(2b) could of course be constructed term by term through 
the type of iterative process described by Paul Martin. 

The Green's function formulation on the other hand, 
leads to explicit expansions for (2a, b) but through the use 
of (time-dependent) Green's function instead of the more 
physical occupation number; as a consequence one loses 
the maximal property of W which is a feature of the formula­
tions of references 3 and 8. 

8 R. Balian, C. Bloch, and C. De Dominicis, Nuclear 
Phys. 25, 529 (1961); 27, 294 (1961). 

9 J. Yvon, CoIIoque de Thermodynamique Statistique, 
Bruxelles, 1946. 

classical systemsIO
•
ll and, in the Green's function 

formulation, for quantum systems. ll The entropy 
functional is free from any reference to equilibrium, 
which may be an interesting point in relation to 
nonequilibrium situations; it is also free from any 
reference to the Hamiltonian. Practically speaking, 
the self-consistent approximations formulated by 
limiting the expansion of S {GI , G2 ) to a certain 
class of terms S (0) {GI , G2 } [and calculating GI , G2 

through (3b)] , are expected to be partiCUlarly in­
teresting in the case of singular potentials. Con­
vergence of the expansions is also expected to im­
prove when going from (la) to (2a) and from (2a) 
to (3a). 

4. The case for a reciprocal point of view becomes 
even more compelling with anomalous systems. By 
definition we call anomalous the class of systems 
for which the prescription given by BogoliubovI2 

applies, i.e., systems for which the usual grand 
ensemble must be replaced by a more general one 
where the possible degeneracies are removed. 
Paul Martin has discussed at this conference the 
kind of new ensemble suited to describe Bose systems 
in the condensation region, so that we only mention 
the essential features: the Hamiltonian is supple­
mented by a source term potential Vi (and a sink 
term potential vi) which is eventually set equal 
to zero. Such terms lead, for example, to non­
vanishing averages of single annihilation (or creation) 
operators. These averages are called GJ (or G1). 
If one goes now to a reciprocal point of view, ex­
pressing for example Vi as a functional of Gi and Gi, 
it becomes possible for nonvanishing solutions for 
Gh Gl to persist, even after Vi is set equal to zero. 
In this way one constructs the quasi-averages of 
Bogoliubov which remain nonvanishing in the 
"degeneracy" region i.e., below the transition tem­
perature. Paul Martin has shown how to write 
generating equations which construct order-by-order 
expansions of the reciprocal formulations e.g., the 
expansion of Vi in terms of Gh G, (and VI, V2)' Here 
we use diagram techniques,13 which offer the ad-

10 T. Morita and K. Hiroike, Progr. Theoret. Phys. 
(Kyoto) 25, 537 (1961). 

11 C. De Dominicis, J. Math. Phys. 3, 983 (1962). 
12 N. Bogolubov, Physica 26, 81 (1960); T. D. Lee and 

C. N. Yang [phys. Rev. 117,897 (1960)] had also introduced 
an extended ensemble to treat condensed Bose systems 
through the condensation point and succeeded in expressing 
the thermodynamical functions in terms of the condensate 
density and the average occupation number. However the 
transformation to the reciprocal forms is more conventiently 
carried out7 in terms of the Green's function formulation. 

13 Such techniques have been standard in field theory 
for many years; more recent approaches use "anomalous" 
diagrams of the type considered here (J. Goldstone, private 
communication). 
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vantage of immediately displaying the character 
of the general term in the expansions. 

5. In the following, we examine first the case of 
anomalous systems and calculate the thermody­
namical functions (and distribution functions) in 
the partial reciprocal formulation (where the Vi and 
VI variables are replaced by Gi and Gl ). We sketch 
how to obtain the complete reciprocal formulation 
and quote some results for the normal case. Finally, 
we mention the corresponding results for classical 
systems. At each stage of the transformation into 
the reciprocal formulation, we display explicitly the 
variational properties of the thermodynamical 
functions. 

An expanded version of the new material presented 
here will appear as part of a joint pUblication with 
Paul Martin. 

II. ANOMALOUS SYSTEMS: PERTURBATION THEORY 

We consider a Bose system characterized by its 
Hamiltonian in momentum representation (2m = 1), 
and second-quantized form 

H = L: (k
2 

- J.L + uI(k»a~ak 
k 

+! L: v2(k, 1; m, n)a~a~aman (2.1) 
klmn 

eventually we let v,(k) --t 0, the nonvanishing part 
of the Hamiltonian being translationally invariant. 
With the notations of previous paragraph, we have 

v,(k; 1) = Okl(k
2 -J.L + ul(k». 

ok,u,(k) and v2(kl; ron) are the matrix elements in 
momentum space of a one-body (diagonal) external 
potential and a two-body interaction potential 
respectively . We recall now the results of pertuba­
tion theory as applied in the Green's function 
formulation. 4

•
5.6 

Wick's theorem establishes a one-to-one corre­
spondence between algebraic terms of the perturba­
tion expansion and a set of diagrams to each ele­
ment of which, algebraic factors are associated 
according to well defined rules. 

Diagrams are built with a vertices (a = !, 1, 2) 
represented as shown below 

}--.{ 
FIG. 1 

and solid lines with a single arrow (unperturbed 
propagator) connecting the various vertices. They 

are Feynmann diagrams: two diagrams are con­
sidered distinct only if their topology is different 
(i.e., if the connections between various vertices are 
different; the relative position of the vertices is ir­
relevant). To each !" diagram (diagram with 2!" 
external lines), an algebraic contribution calculated 
with the following set of rules (rule A) is associated: 

(Ai) to each a vertex (a = !, 1, 2), associate 
-,Bvl(k) or -,Bv!(k), -,Bu,(k), -,Bv2(k, 1; m, n) re­
spectively. 

(Aii) to each line j, which is characterized by a 
momentum k j and an energy Wj, associate the un­
perturbed propagator 

G~(ki' w;} = [,6k~ - Wi - ,BJ.Lr" (2.2) 

where 

Wi = 2ni1r n = 0, ±1, ±2 .... 

(Aiii) keep fixed momenta and energies to the 2!" 
external lines, sum over momenta and energies 
relative to internal lines, with (a) conservation of 
energy at each a vertex (i.e., a line j ending at or 
emerging from a 1 vertex has Wj = 0). (b) conserva­
tion of momenta 14 at each "physical" a vertex 
(a = 1,2). 

A weight S-1 where s is the symmetry number of 
the diagram,15 is also associated with each diagram. 

Perturbation expansion around the unperturbed 
system (Vi = Ul = V2 = 0) gives 

Z/Zo = 2; (all distinct ° diagrams), (2.3) 

W - Wo = 2; (all distinct, connected, ° diagrams). 
(2.4) 

We also consider average values over the ensemble 
defined by 

1. Let 

(2.5) 

where 

is the Heisenberg representation of the creation oper­
ator a~" WI playing the role of a "time" (O:::;wl :::; 1). 

14 If we had chosen a translationally invariant source term 
':1I2(k) = Ok.OV1l2, 

momentum conservatlOn would also hold at ! vertices 
(Le., a line j ending up at or emerging from a ! vertex would 
have k j = 0). 

15 Alternatively one could label all vertices with labels 
1, 2 ... n; the weight for such labeled diagrams would then 
be (n!)-l, a procedure which is most convenient for carrying 
?ut proofs. The representation adopted in the text also 
I~phes an extra factor (!) for each symmetrical (ladder-like) 
diagram. 
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Consider its Fourier-series transform 

Gi(kI, WI) = i l 

dWIetD· .. ·Gi(kI' WI), 

i.e., it corresponds to the splitting of the one­
particle density matrix for superfluid systems as 

(2.6) introduced by Onsager and Penrose.16 

which due to translational invariance in time, can 
be written 

Gi(kI, WI) = o ... ,OGi(kI); (2.7) 

we then have from perturbation theory, 

Gi(kI) = ~ (all distinct, connected! diagrams 

with one outgoing external line), (2.8) 

Gi(kI) = ~ (all distinct, connected! diagrams 

with one incoming external line), (2.9) 

expansions which could also have been derived from 
Eq. (2.4) by noting that 

Gi(kI) = [0/ o( -,Bv1(kl »]W{ -,BVt, -,Bvil. (2.10) 

2. The usual Green's function is defined by 

(2.11) 

where T stands for the usual T product. This Green's 
function depends upon only WI - wr (not upon 
WI and w: separately) and its Fourier series trans­
form can be written as 

G1(k{Wl, kIWI) = ~ (all distinct, connected 1 
diagrams with one incom­
ing line 1 and one outgoing 
line 1') 

(2.12) 

with the usual relation to the total number of 
particles 

N = L: GI(kIwI, kIWI)' (2.13) 
k1,Wl 

The separation in Eq. (2.12) between a part con­
taining completely connected diagrams and a part 
containing diagrams disconnected into two parts 
(one connected to the incoming line 1, the other to 
the outgoing line 1'), corresponds to the separation 
into cumulants made by Paul Martin at this 
conference; 

III. ANOMALOUS SYSTEMS: FIRST RECIPROCAL 
FORMULATION 

Perturbation theory has allowed us to. write the 
thermodynamical functions and the average values 
of a number of basic operators (a+ and a) in terms 
of the potentials Vi, Ul, V2. Here we wish to express 
the same quantities in terms of Gil UI, V2. 

1. To do this, we analyze 5 diagrams (diagrams 
with 25 external lines) : 

An articulation line is such that by cutting it, a 
connected 5 diagram falls into two disconnected 
parts (a single ! vertex is not considered as a 
separate part). 

A !-irreducible 5 diagram is such that it has no 
articulation line. We call x{ -G~,Bvh -G~,Bv11 the 
contNoution of all the !-irreducible 0 diagrams. Such 
a functional contains both normal diagrams (con­
taining no ! vertices Vt or vi) and anomalous dia­
grams (containing an equal number of ! vertices 
Vt and vi). The contribution of all the i-irreducible 
! diagrams with a single outgoing line e.g., is ex­
pressed in terms of the functional derivative 

[0/ o( -G~,Bv1)]x(t) {-G~,Bvh -G~,Bv11 

(3.1) 

as 

(3.2) 

The general ! diagram with a single outgoing 
line, (besides the trivial! diagram of first order in Vi) 

is then generated by replacing inside the !-irreducible 
! diagram and each! vertex (and its attached line) 
by the most general ! diagram, i.e., replacing 
-G~,Bvi or -G~,Bv1 by Gt or G1 respectively. This 
operation yields 

Gi(kI) = G~(kI' 0) [ - ,Bvi(kI) + Kii) {kl ; Gi , Gil]. 
(3.3) 

X (i), K~i) (and K~i)*) are now functionals of Gil 
G1 and are represented by all distinct, connected 
! irreducible, 0 or ! diagrams, i.e., 

1---- + }--o + ft + 1--1 + J--fr+ '" (3.4) 

16 O. Penrose, L. Onsager, Phys. Rev. 104, 576 (1956). 
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Associated contributions are now calculated with 
rule B differing from rule A through point (i) 

(Bi) to each incoming or outgoing (heavy) half­
line associated factor G'l or Gt ; to each 1- or 
2-vertex associate -{3Ul, -(3V2. 

Naturally, instead of (3.1) we now have 

[O/OG'l(kl)]X<t) {Gt , G'll = Kit) {k1; Gt , Gil. (3.6) 

The inversion of relation (2.10) is thus achieved in 
(3.3) which we may rewrite 

(3Vt(kl) = - [G~(kl' 0) r1G1(k1) 

+ Kii){k1;Gi,G'lI. (3.7) 

2. We now express Was a functional of Gh G1-
Although this may be done by direct functional 
integration of (3.7) over G'l, we use a more detailed 
analysis. 17 

Consider the three following expressions: 

(a) (3.8) 

This quantity may be thought of as represented by 
all connected 0 diagrams (calculated with rule A) 
but with one! vertex distinguished. The contribution 
to (3.8) of a class of 0 diagrams containing N(! v) 
! vertices is thus N(! v) times its contribution to W. 

(b) (3.9) 

This quantity may be represented by all 0 diagrams 
(calculated with rule A but with one ! irreducible 
part distinguished. The contribution to Eq. (3.9) 
of 0 diagrams with N(X <i» i-irreducible parts (i.e., 
o diagrams falling into N(x <i» parts after suppres­
sion of all articulation lines) is N(X<i» times the 
contribution of the same diagram to W. 
(c) Consider finally a general 0 diagram where we 
distinguish one i-irreducible part and one ! vertex 
(or one articulation line) attached to it. This may be 
generated by taking a i-irreducible part, replacing 
the marked! vertex (and its attached line) by the 
most general! diagram (Gi or Gi) and then per­
forming the same operation with the other ! ver­
tices, i.e., we have 

(3.5) 

L Gi(kl)K~f)*lkl; Gt , G'll 
k. 

(3.10) 

Let N(X<I) ·m) be, in a 0 diagram, the number of 
ways in which the above distinction can be per­
formed;18 N(X<l) ·m) is also the extra weight carried 
by the distinguished diagrams contributing to (3.10) 
as compared with their contribution to W. 

We now consider the following relation, which is 
easily proven by induction and holds between the 
three different weights introduced 

![N(! v) - N(X<I) ·m)] + N(X(t» = +1. (3.11) 

This relation allows immediately to construct the 
proper weight for 0 diagrams contributing to W; 

W - Wo = -! L [(3vI(k1)G'l(k1) 
k. 

+ (3Vi(kl)Gt(kl) + Gi(kl)K~t)*{kl; Gi , Gil 

+ Gi(kl)Kil ) {k1; Gl , Gill + XCi) {GI, Gil. (3.12) 

Equation (3.12) is verified to be stationary under 
changes of K~i) [Gi itself being expressed in terms 
of Kit) through Eq. (3.3)] and this stationarity 
property is easily traced back to the structure of 
the diagrams (tree structure).17 

Using Eq. (3.6), one can eliminate Kit) and re­
write Eq. (3.12) as 

W - Wo = - L [(3vt(k1)G*(k1) + (3Vi(kl)Gi(k1) 
k. 

+ [G~(kl' 0)r1G1(kl)Gi(k1)] + XCi) {G1Gil, (3.13) 

an expression which, with Eq. (3.7), is now stationary 
with respect to variations of Gi (or Gi). Also, the 
second variation is easily shown to be negative 
definite. 

3. In the ensemble considered, Vi and v'l are 
eventually set equal to zero, and Eq. (3.7) (and its 
complex conjugate) becomes a homogenous equa­
tion determining Gt. A normal system would lead 
only to the trivial solution Gt = 0; a nontrivial 
solution characterizes an anomalous system (in this 
case, a Bose system below its transition tempera­
ture). The lowest order approximation to (3.7) is 
the Hartree-Fock approximation: 

(3.14) 

17 cf. the method used in references 8 and 11 and C. Bloch, 18 i.e. the number of i-irreducible parts each one weighted 
Physica 26, S62 (1960). by the number m of its attached articulation lines or! vertices. 



                                                                                                                                    

260 CYRANO DE DOMINICIS 

When the density of the condensate IG,(kl) 12 is 
considered close to the total density (small deple­
tion) , one may neglect the last two terms, and the 
equation obtained is then identical to one presented 
at this conference by Gross, for the wavefunction 
of the condensate. For zero depletion, G, is normal­
ized to the number of particles Ni otherwise we have 
(2.12), and (2.13) which may be rewritten 

N = L IG,(kl)12 + L GI(kl , WI; kIwI)' (3.15) 
k1 k:a.,Wl 

If one assumes that the overall space translational 
invariance is to be preserved, then only the com­
ponent kl = 0 is allowed, momentum is conserved 
at all vertices and (3.7) becomes an equation for p., 

i.e., (when Gt ~ 0), 

{3p. = [G,rIK(ll{kl = 0; Gt , G1}. (3.16) 

This is an expression for the chemical potential 
which is the natural extension at nonzero tem­
perature of Belyaev'sl9 results. 

IV. SECOND RECIPROCAL TRANSFORMATION 
(MASS RENORMALIZATION) 

Here we want to transform explicitly, from a 
functional dependence upon the I-vertex u I, (or 
rather VI, as introduced in Sec. I) into a functional 
dependence upon the reciprocal function, i.e., the 
one-particle Green's function. This transformation 
is the analog of the mass-renormalization operation 
as used in field theories. 

1. First we recall how this transformation is 
performed for normal systems. The same procedure 
as used in Sec. III leads to consider in the expression 

where the associated contributions are calculated 
with a rule C differing from rule A through points 
(i) (ii) 

(Ci) to each 2 vertex, associate a matrix ele­
ment of -{3V2. 

(Cii) to each heavy line j, associate a function 
GI(k i , Wi)' 

Notice that here the second variation of Eq. (4.4) 
with respect to GI no longer has a definite sign.7 

19 S. Belyaev, J.E.T.P. 7 289, 299 (1958). 

of W, the class of I-irreducible 0 diagrams X (I) {Gn 
i.e., 0 diagrams such that by cutting two lines, one 
cannot obtain two different pieces (the diagram of 
first order in UI is not included in that class). The 
corresponding class of I-irreducible 1 diagrams is 
then given by 

G~(kl' wI)K? 1 {kl , WI; G~} G~(kl , WI) , 
where 

Kill {kl' WI; G~} = [0/ oG~(kl' wI)]X(ll {G~}, 

and the most general 1 diagram is then generated by 
(a) making the most general insertion in each in­

ternal line, i.e., replacing the unperturbed Green's 
function G~ by the exact GI in the argument of 
X(l>, Kill; 

(b) iterating this new mass operator; i.e., by 
writing the analog of Dyson's equation for statistical 
mechanics, 

GI (kl ,WI) = G~(kl' WI) + G~(kl' WI) 

X [-{3uI(kl) + Ki!) {kIwI; Gd ]GI(kl , WI)' (4.2) 

This equation expresses VI as a functional of GI • 

{3VI (kl) = {3(ki + UI (kl) - p.) 

= WI + [GI(kl,wI)rl + Ki!){kl,wI;Gd. (4.3) 

The same proof as used above,17 or direct inte­
gration,6 leads to W in its stationary form: 

W = L [log [GI(kl , WI)] 
kl. ",I 

+ [WI - {3vI(kl)]GI(kl , WI)] + X(!) {Gd, 

With 

(4.4) 

(4.5) 

(4.6) 

2. For anomalous systems the procedure is similar. 
Here however we also have nonvanishing average 
values of pairs of creation or annihilation operators. 
For example the Fourier series transform of 

is represented by 
a. the sum of all distinct connected 1 diagrams 

with two outgoing external lines 1 and I' (their 
energies are WI, -WI respectively due to trans-
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lational invariance in time). Associated contributions 
are calculated with rule A (or with rule B if the 
first reciprocal transformation has been performed). 

b. the sum of all distinct 1 diagrams disconnected 
into two ! diagrams, each one connected to an ex­
ternal outgoing line 1 or l' i.e., contributing 

0"" .oG1(kDGf(kl). 

The possible average values of two operators or 
rather their connected part are usually written in a 
matrix form 

(GI(l', 1»p. 
= F.T. «~~;, - <~i::,»(~~: - <~~:»). (4.7) 

We use variables 1, l' for kiWI, kiwi with the ap­
propriate conservation laws of energy (and mo­
mentum) implied; for simplicity here we keep the 
anomalous terms off diagonal by choosing 

for J..t: ~(l) = a, ~(2) = a+, 

for v: ~(1) = d+, ~(2) = a. 

The complete Green's function matrix, (i.e., in­
cluding the contribution of diagrams made of two 
disconnected parts) is, with obvious notations, 

or 
G I (I',I) = GI (1', 1) + Gt (I')G,\(I). 

Corresponding to the possibility of these non vanish­
ing values in the anomalous case, one must keep 
two arrows on the lines (propagators), one arrow 
for each of the two operators. Thus the average 
values occuring in (4.7) are respectively represented 
by the heavy double-arrowed lines 

1," t :. I," lifo 
(,u = ,; 1/ =, ) (1,2) (2,' ) (2,2 ) 

FIG. 2 

The corresponding average values over the un­
perturbed ensemble would be represented by thin 
double-arrowed lines 

FIG. 3 

To thin lines of the type (1, 2) or (2, 1) in a diagram, 
is of course associated a vanishing contribution, and 

to thin lines of the type (1, 1), (2, 2) an unperturbed 
propagator (rather its cumulant part G~). The 
matrix form of this unperturbed propagator would 
be, e.g., for a translationally invariant system, 

G~(I' , 1) = G~(1', 1) 

- [[~ - WI - ,BJ..tr
l 

0 10 
- 0 [,B( _kl)2 + WI _ ,BJ..trl 1'1. 

Consider however, among all the 0 diagrams con­
structed with heavy half lines (G;, G,\), 1 and 2 
vertices joined by all the possible double-arrowed 
thin lines, the class of I-irreducible 0 diagrams. It 
corresponds to a well defined functional of (G~) pp 

[it is irrelevant for our purpose that the actual 
value of a large number of terms of that functional 
vanish with (G~)12 and (G~)21]' 

Let this functional be 

x(l) IG~}. 

Also the sum of all connected I-irreducible 1 dia­
grams, classified according to the nature of their 
two external lines is given by 

L G~(1', 2')Kil) {2', 2; G~} G~(2, 1), 
2' .2 

where 

[0/oG~(2', 2)]X(l){Gn = K?){2', 2; G~l, (4.8) 

the elements of the 2 X 2 matrix (Kil) p. being 
thus obtained by functional derivation of X (I) with 
respect to the matrix element (G~) P" 

The sum of all distinct, connected 1 diagrams is 
then genera ted by 

(a) making in each internal (double-arrowed) line, 
the most general insertion, i.e., replacing the matrix 
elements of G~ by the corresponding elements of 
GI in the arguments of K?); 

(b) iterating this new mass operator Kil) i.e., 
by writing a generalization of Belyaev's equation 
to nonzero temperature, 

GI (I', 1) = G~(I', 1) + LG~(1', 2') 
2.2' 

X [[,BUI(k2
) 0 102 '2 + K?){2', 2; GIGt }] 

o ,Bul( -k2) 

X GI (2,I). (4.9) 

This equation is readily solved for VI as a functional 
of GI (and G i ). In matrix form we have, 

r {jv1 (kl
) 0 J 011' = [WI 0 1 011' 

l 0 (jVI( -kl ) 0 -WI 

+ [GI (1', 1)]-1 + KfI){I', I;GI Gt l. (4.10) 
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As in Sec. III and above, by direct integration or through the use of a topological relation, one obtains 
W in its stationary form: 

W = ~ Tr [log (GI) + [WI + :VI(k1
) 

+ L L6vi(k\)Gi(k\) + !3vi(k\)G!(kl )] + X(l) {G!, Gd. (4.11) 
k, 

Here 

X (I) {G I/2 ,GI} = 1-1 + 1--=0 + U + U + U' 
(4.12) 

+ a--D + 0 + 0 + t~D + II) + .,. , 

and, for example, 

The above equations display explicitly, the general 
terms of the expansions. Expression (4.11) for W 
is now stationary with respect to variations of Gl , 

Gi and (GI ) 1'.; the stationarity with respect to G1 

implies Eq. (4.10) and with respect to Gi, it implies 
a modified version of Eq. (3.7), namely 

!3vi(kl) = - flvi (kl)Gi(kl) 

+ (15/ QGi)x(l) {Gi , o.d. (4.14) 

Again the quadratic form of the second variations 
has no definite sign. 

Systematic matrix notations would simplify equa­
tion writing and diagram representation. We keep it 
here to a minimum to avoid introducing a machinery 
disproportionate to short expose. 

3. For the ensemble considered, Vi is eventually 
set equal to zero. Self-consistent approximations are 
generated by keeping only a certain class of terms 
in the functional X (l), leading with Eqs. (4.10) and 
(4.14) to an approximate but self-consistent pair 
of coupled equations defining the approximations for 
G1 and 0.1 , Following the pioneer work of Bogo­
liubov20 ({3 = (Xl, small depletion), the first-order 
approximation has been studied particularly by 
Girardeau and Arnowite l ({3 = (Xl), and Tolma­
chev22

; the second-order has been worked out in 1958 
(for (3 = (Xl) by Belyaev19 and has been studied more 
generally by Martin and Hohenberg23 using the 

20 N. Bogolubov, J. Phys. Moscow 11, 23 (1947). 
21 M. Girardeau and R. Arnowitt, Phys. Rev. 113, 755 

(1959). 
22 V. Tolmachev, Doklady 135, 41, 825, (1960). 
28 P. Martin and P. Hohenberg, to be published; P. 

Hohenberg, Thesis, Harvard University, Cambridge, Mas­
sachusetts, 1962. 

(4.13) 

generating equation method discussed at this con­
ference by Paul Martin. 

V. THE COMPLETE RECIPROCAL TRANSFORMATION 
(VERTEX-RENORMALIZATION) 

Now we would like to perform the last steps of 
the reciprocal transformation, i.e., explicitly trans­
form the functional dependence upon the 2 vertex 
(and the lIeffective" 3 vertices such as v2G1) into 
a functional dependence upon the reciprocal func­
tions; i.e., the average value of three operators GIl 
and four operators G2 • This operation leads even­
tually to an explicit expression of the entropy in 
terms of G., GI , Gt , G2 (or rather the corresponding 
cumulants) where there is no trace left of JJ., {3 or 
v1, VI, V2' This functional is then fourfold stationary 
(with the appropriate constraints) under variations 
of G1, GI , Gt, G2 leading to four coupled self­
consistent equations to determine these functions 
(matrices). For clarity, we shall here consider only 
normal systems where the algebra is much simpler 
and leave the results pertinent to the anomalous 
systems for separate pUblication. 

1. In normal systems the only further reciprocal 
quantity involved is the usual two body Green's 
function, 

(Tt1k, ,(wOt1k, ,( w~)t1~, (WI)t1~ • (w2 ) ), 

and its Fourier series transform (G2(I'2', 12) which 
is represented by the sum of all connected 2 diagrams 
with two incoming lines 1, 2 and two outgoing lines 
I', 2'. We separate diagrams made of two discon­
nected parts from the completely connected dia-
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grams and we write (for the translationally invariant 
system) 

G2(1'2', 12) = GI (1)G I (2)[Q11 , 1522 , + 1512 ,1521 ,] 

+ GI (1')G I (2')C2(1'2', 1 2)GI (1)GI (2). (5.1) 

C2 is a two particle correlation function and G1 (1) = 
GI (l, 1) the nonvanishing, diagonal part of the 
one-body Green's function. The analysis proceeds in 
very much the same way as in Sec. III and we shall 
just quote two results from reference 10 (Sec. II iii). 

The inversion formula for the two-body potential 
becomes 

(5.2) 

where L2 is represented by ladder 2 diagrams (with 
alternate sign): 

(5.3) 

N2 by nodal (or ring) 2 diagrams (with alternate sign): 

(5.4) 

+ 2~' _ 200' I' 
~ + ... , 

I 2 I 2 

K~2) by 2-irreducible 2 diagrams: 

KC21 
{' , } 2 1,2,1,2;G 1,C 2 

(5.5) ~ io\ Jc)\ ~ ®I' 2' 
~ + "<>!.' + ¥C:/ + '{.'::iJ, + + ... . 
I 2 I 2 '2 1 2 1 1 2 

Finally, the entropy may be written 

S = L [log (GI (l» + wIGI (l)] -! L [G I (1')GI (2')C2(1'2', 1 2)GI (1)GI (2)C2(1 2,1'2')] 
1 1'2' .12 

where 

@ - @+ ... , (;').7) 

X{G1,cd ~ @ - @ + .. . (5.8) 

X"'{G"c,} -~ + ~ + .... . (5.9) 

X(2) represents the sum of all 2-irreducible24 0 dia­
grams, i.e., 0 diagrams which cannot be separated 
into two disconnected parts by cutting four lines 

24 Strictly speaking, a rigorous definition of 2 irreducibility 
requires a more detailed analysis of 0 diagrams. The definition 
given here will be complete if it is further required that the 
2 diagram, obtained by cutting out a 2 vertex, is such that 
it cannot be separated into two pieces by cutting two more 
lines. Notice that the definition of 2-irreducible diagrams of 
reference 11 [Section II (ii)] is incorrect. 

(a single 2 vertex is not considered as a separate 
part). 

These diagrams are calculated with a rule D 
differing from rule A through points (i), (ii)25 

(Di) to each vertex, associate a matrix element 
of the correlation function Cz, 

(Dii) to each line j, associate the one particle 
Green's function GI(j). 
Clearly, L2 , N 2 , K~2) are functional derivatives of 
ee, ~, X(2) with respect to C2-more precisely, 

GI (1')GI (2')L2(1'2', 1 2)GI (1)GI (2) 

= 4[15/ oC2(1'2', 1 2)]ee {GI , C2 }, etc (5.10) 

2. Counting factors are also slightly different since we use 
now 2-vertices where exchange is not distinguished (C2 is 
symmetrical under exchange of 1, 2, or I', 2'). Instead of 
the extra factor l accompanying each ladder, one has now 
an extra factor (2)-' where q is the number of pairs of parallel 
lines in the diagram (q = p - 1 in L 2, q = p in £; q = 0 
elsewhere, p is the order of the diagram). 
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Under the constraints of constant energy and 
particle number, S is stationary with respect to 
changes in C2 , implying Eq. (5.2). Stationarity with 
respect to changes in GI implies the first equation 
of the hierarchy of equations satisfied by Green's 
functions. Similarly, for anomalous systems, station­
arity of the final form of the entropy with respect 
to Gt and GI would lead to the first two equations 
of the corresponding hierarchy for anomalous 
systems. 

2. A number of self-consistent approximations can 
be generated by truncating the functional form of 
the entropy. Thus, if besides the first line of Eq. 
(5.6) one keeps .£, ~ or .£ + ~, one obtains self­
consistent ladder, ring, or hypernetted approxima­
tions. A word of caution is perhaps necessary here 
concerning the approximations generated by trunca­
tion of the functionals. In these approximations the 
usual functional relations between successive Green's 
functions no longer hold exactly (i.e., relations be­
tween successive functional derivatives of W with 
respect to the potentials, remain only approximately 
true) and in cases where these functional relations 
are required to hold, a compromise between the self­
consistent and the perturbative approach must be 
worked out. 

Finally, before turning to classical systems, it 
may be remarked that anomalous Fermi systems, 
i.e., superfluid or superconducting Fermi systems, 
can be generally treated with the same method as 
used for anomalous Bose systems. 

VI. CLASSICAL SYSTEMS 

1. The same methods may be applied to classical 
systems. The first reciprocal transformation leads 
to the Yvon equation,2.26 

~vI(I) = {3p~ + ~uI(rl) - ~"'] 

where the one-particle distribution function in con­
figuration space is called27 "'I(rl, PI) = "'1(1). Dia­
gram representations are in terms of Yvon-Mayer 
r diagrams, i.e., sets points, (r of which are fixed 
"external" points) connected by single lines. Thus 
the mass operator K?) {I; "'I} is represented by all 
connected I-irreducible 1 diagrams, (i.e., 1 diagrams 
such that by cutting one point, they cannot be 
separated into two disconnected parts), 

K (I) {I; fLl} = ~ + A + tl + IS! + ." 

(6.2) 

The contributions associated with each 1 diagram 
are calculated with the set of rule a: 

(i) to each heavy black dot j, associate "'I CJ) 
(ii) to each line ij, associate exp [-~v2(i, j)] - 1 

(iii) keep fixed the argument 1 of the white dot 
(external point) ; sum over the arguments j of 
the heavy black dot j (internal points) with 
a weight factor s-\ where s is a symmetry 
number of the diagram. 

Eqs. (6.1) and (6.2) were originally constructed, 
term by term, by Yvon, using a method parallel 
to the one described by Paul Martin for quantum 
systems. These equations were subsequently derived 
by several authors8.lo.28 using different methods. 

2. The second reciprocal transformation leads to29 

~v2(I, 2) = -log [1 + C2(I, 2)] 

+ N 2{I, 2; JJ.l, C2} + K~2){1, 2; JJ.l, C2 1, (6.3) 

where C2 is the correlation function related to the 
two-body distribution function JJ.2(I, 2) by 

"'2(1,2) = JJ.I(I)JJ.I(2)[I + C2(I, 2)] (6.4) 
-log "'1(1) + Kill {I; "'I} , (6.1) and 

------------~~~--~~~~--~~ 

N2 {1,2;fL p C2 }= A - M + 0 - ..... , 
K~2){1,2;fLJ1C2} = 4> + .... 

(6.5) 

(6.6) 

Finally, the entropylO.ll is given by 

S = J dl JJ.,(l)(I - log JL,(I)) + ~ J dl d2 ",,(I)JLI(2) 

X [C2(I, 2) - (1 + C2(I, 2)) log (1 + CiI, 2))] 

+ ~{JJ.I' C2 } + X(2) {JJ.I, C2 }, (6.7) 

28 See also J. Yvon, Cours de Mecanique Statistique, 
Saclay 1950. 

27 Rather than G" to conform with notations of reference 
12. 

28 F. Buff and F. Stillinger, J. Chern. Phys. 25, 312 (1956) 
(where a special system is studied), and to be pUblished. 

29 Variants of Eq. (6.3) may be found in particular, in: 
J. Van Leuwen, J. Groeneveld, and J. de Boer, Physica 25, 
792 (1959); E. Meer~n.,l Phys. Fluids 1, 246 (1958), J. Math. 
Phys. 1, 192 (1960); M. S. Green, Hughes Aircraft Company 
Report (1959) (unpublished); T. Morita and K. Hiroike, 
Progr. Theoret. Phys. (Kyoto) 23, 1003 (1960). L. Verlet, 
Nuovo Cimento 18, 77 (1960). Early work in that direction 
may be found in J. Yvon, Rev. Sci. 662, (1939), Nuovo 
Cimento Suppi. 9, 144 (1958). 
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with 

(6.8) 

(6.9) 

where m is the sum of polygonal (also called nodal) 
diagrams with alternate signs, X (2) the sum of 2-
irreducible diagrams (diagrams which cannot be 
separated into two disconnected parts by cutting two 
points, a single line being not considered as a separate 
part). Such diagrams are calculated with a rule CB 
differing from a through 

(CBii) to each heavy line i, j associate C2(i, j) 
The quantities N2 and K~2) occurring in Eq. (6.3) 
are clearly functional derivatives of m and X (2) 

respectively, 

~I(1)N2(1, 2)~I(2) 

(6.10) 

Equations (6.3) and (6.4) are in close analogy with 
(5.2) and (5.6), the analog of the ladder term being 
contained in the log term of Eq. (5.6). Again self­
consistent ladder, ring or hypernetted approxima­
tions may be generated by truncating the right­
hand side of Eq. (6.3). 

The entropy functional is stationary under con­
straints of constant energy and particle number with 
respect to changes of ~I and C2 , and the quadratic 
form of the second variations is negative definite. 
The variation with respect to C2 leads to (6.1) but, 
contrary to the quantum-mechanical case, the varia­
tion with respect to ~I does not reproduce explicitly 
from the first equation of the Yvon hierarchy (i.e., 
the equilibrium limit of the B-B-K-Y hierarchy). 

It appears plausible that, outside of and not too 
far from equilibrium, the functional form of S could 

be used as a generalized Boltzmann H function, a 
conjecture which becomes obvious for systems in­
finitesimally displaced from equilibrium. The case 
is not as clear for the functional derived for quantum 
systems since its second variation has no definite 
sign. 

VII. CONCLUSION 

We have expressed the thermodynamical func­
tions, and the successive potentials in terms of dis­
tribution functions. This is carried out in an explicit 
way for quantum and classical systems, the ex­
pansions being given in terms of diagrams, simply 
characterized by their topological properties. We 
have carried out only the transformations necessary 
to eliminate the potentials assumed (VI, V2), and the 
one potential necessary to remove the degeneracies 
of anomalous systems (vi)' Clearly we could have 
introduced 3-body (or higher) potentials, allowing 
them to be eventually vanishing or nonvanishing. 
The thermodynamical functions would have become 
functionals of a 3-body distribution function and 
stationary with respect to changes of that extra 
function. Although there seems to be no apparent 
compelling reason to introduce such higher distri­
bution functions, this procedure will probably be 
useful for treating in a fundamental and consistent 
way, the formation, dissociation, and interactions 
of few-particle bound states. 
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The Master Equation with Special Transition Probabilities 

E. VERB OVEN 

Studiecentrum VOOT Kernenergie, Mol, Belgium* 
(Received 22 August 1962) 

The Van Hove mlUlter equation to general order is solved, making a special ansatz for the function 
Wll'(kk'). Approximate solutions are found for strong and weak coupling. For X = 1, a comparison 
is given with the exact numerical solution. 

I. INTRODUCTION 

THE purpose of this paper is to present a survey 
of recent work in the investigation of the 

evolution to quantum statistical equilibrium for 
special quantum systems, and some preliminary 
results of numerical work performed on a special 
model. The survey deals with articles of Van Hove/ 
Janner,2 Van Hove and Verboven3 and a forthcoming 
paper by Janner, Van Hove, and Verboven." 

In references 1 and 2, the general formalism is 
developed. In these papers it has been shown that 
for special classes of operators, certain quantum 
mechanical many-body systems reach microcanonical 
equilibrium. In reference 1 the random-phase as­
sumption for the initial state was used. This assump­
tion is dropped in reference 2 and the proof uses 
only the special properties of the interaction be­
tween the many degrees of freedom in large quantum 
systems. However, very little is known of how the 
equilibrium value for special observables is reached 
in the general coupling case. For weak coupling, 
the evolution is well known; it is given by the 
solution of the Pauli master equation and reveals 
an exponential tendency in the evolution to equilib­
rium. A first attempt to study this aspect of the 
problem for general coupling has been made in 
reference 3, where a highly simplified model was 
introduced and a rough investigation made of its 
time evolution for general coupling. In reference 4 
a more accurate study of the behavior in time is 
given, which is valid for large values of the coupling. 
Because both references 3 and 4 give approximate 
results, there still remains a region of values for 
the coupling constant for which neither reference 3 
nor 4 give satisfactory results. Therefore, an entirely 
numerical solution is proposed. Preliminary results 

* Present address: Instituut voor theoretische fysica der 
Katholieke Universitat, Nijmegen, Netherlands. 

1 L. Van Hove, Physica 23,441 (1957). 
2 A. Janner, Helv. Phys. Acta. 35, 47 (1962). 
3 L. Van Hove and E. Verb oven, Physica 27, 418 (1961). 
'A. Janner, L. Van Hove, and E. Verb oven, Physica 

(to be published). 

of these calculations can be found in this survey. 
These results are preceded by a sketch of the 
general formalism and a short discussion of the 
simple model. 

II. GENERAL EXPRESSION FOR THE DIAGONAL 
AND THE INTERFERENCE TERM 

Here we recall briefly the derivation of an ex­
pression for the diagonal and the interference term 
of the probability density.l,2 The Hamiltonian of 
the system is supposed to be the sum of two terms 

H = Ho + AV, (2.1) 

with 

Ho la) = fa la). 

In the limit of an infinite system we adopt the 
normalization 

(a [ a'l = o(a - a'l. (2.2) 

Consider the wavefunction [seol of the system at 
time t = 0: 

[ rpo) = J I a) c(a) da. (2.3) 

The evolution in time is given by 

[ rp,) = Ut \ rpo), (2.4) 

U t = exp [-i(Ho + A V)tJ. (2.5) 

For an operator A diagonal in the \a) representation 
we can consider 

which introduces the probability density pt(ao) 
(course-grained because we suppose A(a) to be a 
smooth function of a). We can also write Eq. (2.6) 
in the form 

266 
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(lP, I A I lP,) = (lPo I U_,AU, I lPo) 

= J A(ao) dao J P ,(aoa) da Ic(a) 12 

+ J A(ao) dao J 1,(aoaa') da'c*(a)c(a') , (2.7) 

where we have separated U,A U, in its diagonal and 
nondiagonal part. Comparing Eqs. (2.7) and (2.6) 
we have 

+ J 1,(aoaa') da da'c*(a)c(a'). (2.8) 

At this stage the "random phase assumption" is 
usually introduced, reducing Eq. (2.8) to 

(2.13) 

The function Wpp,(aoa) occurring in Eq. (2.12), 
is defined by 

(2.14) 

and Dp is the diagonal part of the resolvent operator 
Rp = [Ho + X V - pr1

• Dp is usually written in terms 
of another function, 

Dp = (Ho - p - X2Gp)-1; 

G p obeys the equation 

(2.15) 

(2.16) 

pt(ao) = J P,(aoa) da Ic(a) 12. (2.9) Relation (2.10) can also be written 

In reference 2 it has been shown that this assumption 
is unnecessary. P,(aoa) and 1,(aoaa') can be written 
in the form 

Pt(aoa) = - (2!) 2 II dp r, dp' 

X exp [i(p - p')t]Xpp,(aoa) , (2.10) 

- (2;)2 r dp J~. dp' 

X exp [i(p - p')t] Ypp,(aoaa') , (2.11) 

'Y being a counterclockwise contour around the real 
axis. Ypp,(aoa) can be expressed by Xpp.(aoa) and 
another function V pp' (aoaa') : 

Ypp,(aoaa') = J da1 Xpp,(aOal) Vpp,(alaa') , 

where Vpp,(aoaa') is defined from 

(a 11(1 - XDpV + X2D pVDpV···) 

(2.12) 

X A(1 - X VD p' + X2 VDp' VDp' - ... ) Lndl a') 

= J dao A(ao)Vpp,(aoaa'). 

From now on, we restrict our investigation to 
p,(aoa). The extension to 1,(aoaa') can be found 
in reference 4. Xpp,(aoa) can be expressed by ir­
reducible diagonal parts, giving 

Xpp,(cxocx) = Dp(ao)Dp,(ao)o(ao - a) + X2 Dp(ao)Dp.(ao) 

X [ Wpp,(aoa) + X2 J da1 Wpp,(aoal)Dp(al) 

set) f . PE,t(aoa) = 211"2 ~ dp exp (2zpt)XE+P,E_p(cxOa) (2.17) 

[set) = It I rl]. 

In reference 1, a generalized master equation for 
PE,,(aOa) has been derived. In reference 2 the same 
has been done for the interference term, using 
essentially Eq. (2.12). 

An important relation between G pea) and W pp' (aoa) 
is given by 

X2Gp(a) - X2Gp ,(a) 

= X2 J dao [Dp(ao) - Dp.(ao)]Wpp,(aocx), (2.18) 

which is easily obtained from Eq. (2.15). 

III. SIMPLE MODEL 

In this section we apply the general theory to a 
simple situation: an electron in a system of randomly 
distributed, static, elastic scattering centers. The 
quantum numbers a are simply given by the three 
components of the wave vector k of the electron 
(the spin is neglected). 

We make for the basic function Wpp.(kok) a very 
simple ansatz 

Wpp.(kok) = {W for Ikol and Ikl ~ a 

o for Ikol or Ikl > a, 
(3.1) 
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with a and W given positive constants. This ansatz 
simplifies Xpp.(kok) extensively. Indeed, the series 
(2.12) can be summed giving 

Xpp.(kok) = Dp(ko)Dp.(k)o(ko - k) 

+ X2WDp(ko)Dp.(ko)Dp(k)Dp.(k) 

X [ 1 - X2W J dk1 Dp(k1)Dp.(k1) Jl. (3.2) 

We remark that from now on all vectors are re­
stricted to a sphere of radius a, which is also the 
integration range. 

Using Eq. (2.17) and the ansatz (3.1) we obtain 

In the limit pi ---t 00 we find 

such that D/k) becomes in our model 

Dp(k) = (Ek - P - X2gp)-1, 

(3.4) 

(3.5) 

Ek being the unperturbed electron energy (we put 
2m = 1, m being the electron mass). Substitution 
of Eq. (3.5) in Eq. (3.4) gives a transcendental 
equation for gp: 

Using the relation 

The asymptotic value of this expression at t = + 00 

is immediately obtained as the residue of the pole 
at p = o. It is 

PE.",,(kok) = iW DE-iO(ko) - DE+iO(ko) 
211" gE-iO - gEHO 

X [DE-iO(k) - DEHO(k»). (3.10) 

Using Eq. (3.3) and the definition 

1 
.:lE(k) = 2~ [DE+iO(k) - DE-;o(k)], 11"1, 

this expression can be written 

PE.",,(kok) = [J .:lE(k/)dk/J1.:lE(ko).:lE(k), (3.11) 

in agreement with the corresponding result of the 
general theory [Eqs. (7.6) and (7.7) of reference 1]. 

IV. TIME VARIATION OF PtCkok) 

To study the behavior of PE,t(kok) and Pt(kok) 
for all times, one needs an explicit expression of g p 

which would require solving the transcendental 
equation (3.6). 

In reference 3 this was avoided and replaced by 
an (incomplete) investigation of the general be­
havior of gp in the complex p plane. By so doing 
it was found that Dp(k) has a pole in its analytic 
continuation in the second sheet of the complex 
p plane. The pole is given by Dp(ko)Dp.(ko) = (p + X2gp _ pi _ X2gp.)-1 

X [Dp(ko) - Dp.(ko)], (3.7) Pk = k2 - 411"WX2a + 211"X2Wk In [(a + k)/(a - k») 

we obtain for Xpp.(kok) the simple expression 

Xpp·(kok) = Dp(ko)Dp.(ko) 

X {o(ko - k) + [X2 W /(p - p')][Dp(k) - Dp.(k») I. 
(3.8) 

Applying Eq. (2.16) we obtain the partial transi­
tion probability PE.t(kok) to general order. For 
t > 0, this formula becomes 

PE,t(kok) - PE.",(kok) = i exp [2it(Ek' - E + i'YkJ) 
-; 2(Ek. - E) 

= Ek + i'Yk, 

where Ek is the real part and 'Yk the imaginary part 
of Pk('Yk > 0). PE .• (kok) is then evaluated by contour 
deformation. Taking only the contribution of the 
pole, and simplifying the residue to one, the follow­
ing result for PE .• (kok) has been obtained in ref­
erence 3: 

X {o(ko - k) + >.2W[2(Ek. - E + i'Yk.)fl[Ek - Ek. - i'Yk. + i'Yk)-l - (Ek + Ek. - 2E + i'Yk. - i'Yk)-IJ) 

+ i/1I" exp [2it(E - Ek. + i'Yk.)J[2(Ek. - E)fl 
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x {o(ko - k) + A2W[2(E - Ek. + i'YkJr l [(Ek + Ek. - 2E - i'Yk. + i'Ylor l - (Ek - Ek. + i'Yk. - i'Yk)-I]) 

- (~A 2W /271'") exp [2it(Ek - E + i'Yk)][(Ek. - Ek - i'Yk + i'Yk)(Ek. + Ek - 2E + i'Yk - i'YkJ(Ek - E + i'Yk) r l 

- U>' 2W /271'") exp [2it(E - Ek + i'Yk)] 

X [Eke + Ek - 2E - i'Yk + i'Yk.)(Ek. - Ek + i'Yk - i'Yk.)(E - Ek + i'Yk)rl. (4.2) 

The integration over E may be carried out, giving for Pt(kok): 

Pt(kok) - P ",(kok) = exp (-2'Ykt)o(ko - k) 

- 2A2W exp [- ('Yk. + 'Yk)t]{ [(Ek. - Ek)2 + C'Yk. - 'Yk)2][(Ek. - Ek)2 + ('Yk. + 'Yk)2]}-1 

X {[(Ek. - Ek)2 + C'Y:. - 'Yn] cos [(Ek. - Ek)t] + 2'Yk(Ek. - Ek) sin [(Ek. - Ek)t]) 

+ (A2W /'YkJ exp (-2'Yk.t)C'Yk. - 'Yk) [(Ek. - Ek)2 + ('Yk. - 'Yk)2rl. (4.3) 

In the limit of weak coupling for t of order A -2, 
Eq. (4.3) becomes 

Pt(kok) - P",(kok) = exp (-2'Yk.t)o(ko - k) 

- (7I'"A2W/'Yk) exp (-2'Yk.t)O(Ek. - Ek), (4.4) 

which is a solution of the Pauli master equation in 
the simple situation treated here. 

From the value of the residue 

it is seen that the coupling may not become too 
large for the validity of the approximation. 

Therefore in reference 4 another approximation 
was proposed, valid for large values of >.. If A is 
very large it is shown in reference 4 that gp for p 
real, takes the form 

gp = (1/2>.2)gp 

-p + i(A2 - /)! for p = Re p + iO, 

'Yp = 
- A ::; Re p ::; A 

(4.6a) 
-p - i(A2 - /)! for p = Re p - iO, 

- A ::; Re p ::; A, 

and 

- P + (/ - A2)! for p = Re p ± iO 

'Yp = 
Re p;::: A 

(4.6b) 
- P - (/ - A 2)t for p = Re p ± iO 

Re p;::: A, 

A = (16?rWa3>.2/3)t. (4.7) 

The strong coupling condition is given by 

>.2» 3a/471'"W. (4.8) 

Under this condition Dp becomes independent of k 

and hence 

(4.9) 

In this approximation we may evaluate the coeffi­
cient of the o(ko - k) function in P E. t (kok) for 
E = O. It is 

(2/71'" A)J1(2tA) + (2/71'" A) Ja(2tA) , (4.10) 

showing, as found before, an oscillatory behavior 
in time. The decrease with time is however much 

TABLE I. p integrations. 

T = 2At pet) Precision 

0 1.000000 10-· 
0.5 0.984474 10-· 
1 0.939105 10-7 

1.5 0.967349 10-· 
2 0.774577 10-· 
2.5 0.667485 lO-s 
3 0.553409 10-· 
3.5 0.439616 10-· 
4 0.332611 10-· 
4.5 0.237604 10-· 
5 0.158146 10-7 

5.5 0.095974 10-· 
6 0.051093 10-8 

6.5 0.022017 10-8 

7 0.006162 lO-s 
7.5 0.000314 10-8 

8 0.001090 10-8 

8.5 0.005358 10-8 

9 0.010546 10-8 

9.5 0.014826 10-· 
10 0.017169 10-8 

10.5 0.017274 10-8 

11 0.015415 10-8 

11.5 0.012230 10-7 

12 0.008505 10-8 

12.5 0.004988 10-8 

13 0.002240 10-8 

13.5 0.000566 10-8 

14 0.000001 10-8 

14.5 0.000357 10-8 

15 0.001300 10-8 

15.5 0.002444 10-8 
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slower than was found in the previous treatment; 
the function (4.10) decays as e l , whereas in the 
pole treatment we found an exponential decay. The 
strong coupling limit of P, (kok) may be written as 

P,(kok) = o(ko - k)P(t) + PI(t), (4.11) 

with 

(4.13) 

The unitarity condition 

J dko PtCkok) 1 (4.14) 

requires 

(4.15) 

This implies that P,(kok) can be expressed by pet): 

P,(kok) = 3/4n-a3 + {o(ko - k) - 3/41Ta3 }P(t). (4.16) 

In reference 4, the following expression was found 
for pet): 

pet) = - ;:2 {L dp sin 2Apt[(/ - l)K(p) 

+ (/ + l)E(p) - !1I"p] 

+ LX> dp sin 2Apt - p[ (1 - /)K(~) 

+ (1 + /)E(~) - h ] 

+ { dp cos 2Apt(1 + p{ 2pK(~ ~ :) 

- (1 + p2)E(~ ~ :) ]}. (4.17) 

In this formula K(p) and E(p) are the Legendre 
complete elliptic integrals of first and second kind 
defined by 

K(k) = { [(1 _ X2)~X _ ex2)]! 

(4.18) 

E(k) 11 [1 - eX2Jl 
dx 1 2 

o - X 

= i"l"/2 drp [1 - k2 sin2 p]!. (4.19) 

In the evaluation of pet), use has been made of 
Grobner and Hofreiter.5 

The p integrations in Eq. (4.17) have been per­
formed by computer. The results are collected in 
Table I. 

In Fig. 1 we plot the results for the coefficient 
of the delta function in Pt(kok). 

The lowest curve gives this coefficient for k = 0.5 
A = 1, a = 1, W = 1/411" in the pole approximation, 
and, one observes a rapid exponential decay. The 
dashed curve is the strong coupling approximation 
pet), which coincides for small time values with the 
exact numerical solution. For larger time values, 
the strong coupling approximation exhibits small 
oscillations not present in the analytical solution. 
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It is shown that the asymptotic formula for the structure function obtained by Khinchin for the 
case of a system of n noninteracting components, also holds for a classical system of N interacting 
particles. It is essential for the derivation that the interactions be such that the system behaves 
in the limit as N tends to infinity, as a thermodynamic system. 

I. INTRODUCTION 

I N his monograph on the mathematical foundations 
of statistical mechanics, Khinchin1 has shown 

that the structure function for a system consisting 
of a large number of noninteracting components 
has asymptotically a very simple form: it becomes 
proportional to the product of an exponential and 
a Gaussian. With the help of this asymptotic form 
it is possible to demonstrate the equivalence of the 
canonical and the microcanonical ensemble. Al­
though Khinchin states specifically that the com­
ponents of a system considered by him are only 
approximately energetically isolated components, 
and "that it is precisely their presence (of inter­
action terms) that assures the possibility of an 
exchange of energy between the particles on which 
is based the whole method of the statistical me­
chanics", he entirely neglects these interactions in 
the mathematical analysis leading to the asymptotic 
formula for the structure function, on the grounds 
that such interaction terms in the expression for 
the energy are, in the great majority of points in 
phase space, negligible as compared with the energy 
of the components. It is however well known that 
"small" interaction terms may give rise to large 
effects (e.g. phase transitions). In this paper we 
wish to establish the asymptotic form of the struc­
ture function of a real system without neglecting 
the interactions between its constituting particles. 

II. FORMAL PROPERTmS OF THE STRUCTURE 
FUNCTION AND THE GENERATING FUNCTION 

We consider a classical system consisting of N 
identical particles of mass m, confined in a volume 
V and having coordinates r l, r2, '" , rN and mo­
menta PI, P2, ... , PN' The Hamiltonian of the 
system is given by 

1 A. 1. Khinchin, Mathematical Foundations of Statistual 
Mechanics (Dover Publications, Inc., New York, 1949). 

N p~ N 

= ~ 2m + '{;I u(lr. - r;l). (1) 

Here rN and pN denote the sets of all coordinates 
and momenta respectively, U(rN) is the total po­
tential energy of interaction and u(lr, - riD the 
pair interaction energy between particles i and j. 

The structure function of the system (or normaliz­
ing factor of the microcanonical ensemble) is de­
fined as 

where h is Planck's constant. The integration over 
coordinates is confined to the volume V of the 
system. The physical systems under consideration 
are such that the potential energy U(rN) has a 
finite minimum E~). It then follows from (1) 
and (2) that. 

flN(E){ = 0 if E::; E~) , 
> 0 if E > E~). 

(3) 

Let us now define the Laplace transform <l>N(a) 
of the structure function, or generating function 
of the system 

(4) 

We require this integral to converge for any a such 
that 0 < ex < co. [In other words we require that 
flN(E) does not increase too fast as E ~ oo.J There­
fore also in view of conditions (3), 

o < <l>N(a) < 00 for 0 < a < 00. (5) 

This condition is satisfied in all actual physical sys­
tems. With the definition (2) the integral (4) may 

271 
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also be written as 

(The function <pN(a) is identical with the partition 
function of the system if a is replaced by l/kT, 
where k is Boltzmann's constant and T the absolute 
temperature). Let us also consider the first and 
second logarithmic derivatives of <PN(a). We have 
[cf. Eq. (4)], 

= - <I>N~a) L:'" Ee-
aE 

0w (E) dE == -AN(a) , (7) 

d2 log <I>N(a) 1 
d,a.2 = <I>N(a) 

In view of conditions (3) and (5), 

(15) 

(For real values a = l/kT of the argument the 
function QN(S) is identical with the configurational 
integral of the system). Again it follows from (15) 
that 

(16) 

and in combination with (14), 

(17) 

which is stronger than the previously obtained con­
dition (12). 

m. ASYMPTOTIC PROPERTmS OF THE 
GENERATING FUNCTION 

Let us now consider the function 

(18) 

E~) < AN(a) < co} for 0 < a < co. 
o < BN(a) < co 

(9) According to expression (14) one has 

'PN(S) = ! log (h2s/27rm) + I N(S) , (19) 

In fact it can be shown! that the generating func- where 
tion <I>N(a) has logarithmic derivatives of all orders. 

Let us now extend the definition of <I>N(a) to 
complex values S of the argument, 

(10) 

or, with (2), 

<I>N(S) =i-J-lf drN dpN exp [-sHe?, pN)]. (11) 
h N! 

It follows from (10) or (11) that 

!<I>N(S)! :::; <I>N (Re s), (12) 

and thus together with condition (5), that 

!<I>N(S)! < co for 0 < Re S < co. (13) 

The integrals (10) and (11) therefore converge for 
o < Re S < co. On the other hand one finds from 
expressions (11) and (1) that 

(14) 

with 

(20) 

Now Van Hove2 has shown that for particles with 
a hard-core and short-range interaction and for 
S = a (real and positive), the function (20) has a 
finite limit as N ~ co, V ~ co and V/N = v is 
kept constant, 

lim I N(a) = I(a) , O<a< co. (21) 
N_m 

[In Eq. (21), 'N(a), and tea) are considered as func­
tions of a and of the specific volume v.] As a conse­
quence of (21) and (19), the function 'PN(a) also 
possesses a finite limit as N tends to infinity and V / N 
is kept constant. (The existence of this limit implies, 
according to statistical thermodynamics, the exist­
tence of a free energy per particle in an infinitely 
large real system.) 

2 L. Van Hove, Physica 15, 951 (1949). A proof of (21), 
under very general conditions has recently been given by 
D. Ruelle and independently by M. E. Fisher (to be published). 
This proof does not seem to suffer from the difficulties en­
countered in Van Hove's demonstration. 
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In the remainder of this section we shall investi­
gate whether all derivatives of the function tN(a) , 
and thus of lPN(a), also have finite limits as N tends 
to infinity. To this end we shall consider a system 
with the following potential of pair interaction u(r), 
r being the distance between a pair of particles: 

The integral (23), (in fact a sum of exponential 
terms), then becomes a polynomial in x; 

MN 

Q~(x) = L W ... NX", (26) 
.. -0 

with coefficients 

(27) 
u(r){: :E, (E > 0), 

if 0 ~ r < a, 

if a ~ r < b, 

if b~r< 00. 

1 1 N 
W ... N = N' d? II O'[lr; - r;1 - a]. 

(22) . ..(rN) -,. '<;-1 

=0 

This so-called Herzfeld potential, is of course highly 
unrealistic. The discussion in this section may how­
ever be generalized in a straightforward way to 
potentials u(r) such that u(r) = 00 for r ~ a and 
u(r) = 0 for r > b, while for a < r ~ b, the curve 
of u(r) consists of a finite number of upward or 
downward steps of height E and may be either 
positive or negative. One can thus obtain a fairly 
good model to a realistic pair potential, approxi­
mating the true potential curve by a large enough 
number of these finite steps. Note however that 
the potential function (22) has all the characteristic 
properties of any realistic potential function u(r): 
it becomes infinite (strongly repulsive) as r tends 
to zero, it has a negative (attractive) tail, and it 
tends to zero "sufficiently fast" (short range) as r 
tends to infinity. 

With (22), the function (15) for 8 = a (real and 
positive) becomes 

1 J N QN(a) = N' drN.II O'[lr; - r,.l- a] 
• ,<,,,,,,I 

X exp [n(?)aE]. (23) 

Here O'(r) is the unit stepfunction; due to the 
occurrence of the product of these in the integral 
(23), the contributions of configurations, with one 
or more interparticle distances smaller than a, 
vanish, and n(rN

) is the number of pairs of particles 
which, in a given configuration with nonvanishing 
contribution to the integral (23), have distances 
lying between a and b. Due to the hard cores of the 
particles, [the presence of the 0' functions in (23)], 
the integral (23) will vanish whenever more than a 
finite number m of particles lie within the range of 
attraction of any particular particle. We therefore 
obtain the following upper bound to the maximum 
MN of n(rN), 

n(rN) ~ MN < iNm. (24) 

We now introduce the new variable defined by 

x = ea
,. (25) 

The integration at the right-hand side must be per­
formed over that part of phase space for which 
n(rN) is equal to the integer n. Since the coefficients 
W ... N are positive, the zeros z.(N) of the polynomial 
(26), for complex values z of the argument 

MN MN ( Z ) 
Q~(z) = L W ... NZ" = WO.N II 1 - (N)' 

n""'O .. =1 Z, 
(28) 

do not lie on the positive real axis: they are either 
situated on the negative real axis or occur for com­
plex values of z (in complex conjugated pairs). We 
shall assume that as N tends to infinity (V IN 
being kept constant), these zeros may get arbitrarily 
close to the real axis for x > 1 (a > 0) only in a 
finite number L of distinct points, say XI, X2, ••• ,XL' 

An attempt to justify this assumption by analyzing 
Eq. (28) lies outside the scope of this paper. [How­
ever, it should be noted that the asymptotic dis­
tribution of zeros must be such that the limit (21) 
exists.] We shall return later to the physical signi­
ficance of this behavior of (26). [We remark here 
that the behavior of (26) near the real axis for 
o < X < 1 concerns a system of which the pair 
potential u(r) satisfies condition (20) with E < 0, 
and is therefore purely repUlsive.] 

We now expand the function 

t~(z) = (liN) log Q~(z) (29) 

into a Taylor series around a point Xo > 1 of the 
real axis and situated at a finite distance from any 
of the points XX (X = 1, 2, ... , L), i.e. with the 
property that there exists a p(xo) > 0 such that 

Iz.(N) - Xo I > p(xo) (30) 

for all /I and all N. We then obtain 

'" 
f~(z) = f%(xo) + L bl.N(XO)(z - Xo)!, 

1-1 

Iz - xol < p(xo), (31) 

where 

b () __ 1_ (d l log Q%(Z») 
I.N Xo - lIN dzl x.' (32) 
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or, with Eq. (28), 

1 MN 1 
b/,N(XO) = -- L: (N) )/' IN .~I z,( - Xo 

(33) 

With (30) and (24) it then follows that 

I I 
MN 1 m 

b I, N(XO) < IN [p(xoW < [p(XoW' (34) 

Using this result and the expansion (31), one ob­
tains the following inequality: 

If~(z) - f~(xo) I ~ m[ Iz - xolj 1 _ Iz - xol], 
p(xo) p(xo) 

Iz - Xo I < p(Xo) , (35) 

which establishes the fact that the sequence of 
functions fMz) - f~(xo) is unifonnly bounded for 
Iz - xol ~ p(xo) - 0, (0 > 0), that is to say, in the 
interior Ro(o) of the circle Iz - xol ~ p(xo). On the 
other hand we also know that f~(z) - ff,(xo) has a 
finite limit as N tends to infinity (V /N constant) 
on the positive real axis for x > 1, [cf. Eqs. (21) 
and (25)]. According to the Vitali convergence 
theorem (used in a similar case by Lewis and 
Siegere), we may then conclude that fMz) - f~(xo), 
and fN(Z) itself, tend to a finite limit, as N ~ co 

(V /N constant), everywhere within the region Ro(o): 

lim f~(z) = f*(z) , (36) 
N_", 

with f*(z) an analytic function of z in Ro(o). As a 
consequence we also have 

p ~ 1, (37) 

for all Xo > 1 unequal to Xli (X = 1, 2, ... , L), 
and [cf. Eqs. (19) and (25)], 

lim dPcpN(a) = ~cp(a) 
N-", daP daV p ~ 1, (38) 

for all a > 0 unequal to all = EO-I log Xli (X = 1, 
2, ... , L). Here the function cp(a) is given by 

h2
a 

cp(a) = ! log -2 - + f(a). (39) 
7rm 

Equation (38) contains the result we set out to 
prove in this section. At a point all the derivatives 
of (39) do not exist for p ~ P x: according to sta­
tistical thennodynamics, this corresponds to a phase 
transition of order P lI + I occurring at a temperature 

aM. B. Lewis, and A. J. F. Siegert, Phys. Rev. 101, 
1227 (1956). For the Vitali convergence theorem

l 
see, e.g., 

E. C. Titchmarsh, Theory of Functions (Clarenaon Press, 
Oxford, England, 1939). 

TlI = lkall. Our assumption concerning the location 
of the zeros z,(N) of the polynomial (28) as N ~ co, 

therefore physically implies that "phase transitions" 
(of any order) occur at most at a finite number of 
temperatures TlI in every finite temperature interval. 

We wish to remark that the analysis leading to 
the result (38) is similar to Yang and Lee's analysis 
dealing with the grand partition function. 4 

In the next section we shall use (38) to obtain the 
asymptotical expression as N tends to infinity for 
the structure function (2). 

IV. THE ASYMPTOTIC FORM OF THE 
STRUCTURE FUNCTION 

Consider the function 

u1a)(~) = Nt exp [-a(AN(a) + Nl~)] 
X QN(AN(a) + Nl~)/if>N(a), (40) 

where ~ is defined as 

~ = [E - AN(a)]/Nl , (41) 

with AN(a) given by (7). Since the function (40) 
is positive, [cf. (3) and (5)], and has, according to 
(4), the property that 

L:'" u1a)(~) d~ = 1, (42) 

it may be interpreted as the frequency function of 
the random variable ~. Its characteristic function 
is given by 

1/;1a)(t) = L:'" u1a)(~)e;t£ d~, 
which has the inversion 

U1a)(~) = 21 f+'" 1/;"~a)(t)e-i'£ dt. 
7r _'" 

(43) 

(44) 

From (10), (40) and (41), we find the following 
relation between the characteristic function 1/;1a

) (t) 
and the generating function if>N(S): 

./,(a)(t) = [itAN(a)] if>NCa - it/Nt) . 
'YN exp N! if>N(a) (45) 

The moments of the frequency function (40) are 
given by 

(a) _ [dr y;1a )(t)] 
J.i.r.N - deity ,-0 

= L:'" r U1a\~) d~, r ~ 1. (46) 

The first two are, according to (7), (8), (40), and (41), 

• c. N. Yang, and T. D. Lee, Phys. Rev. 87,404 (1952). 
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(a) N-1B ( ) 
JJ.Z.N = N a . 

They are related to the cumulants 

,,;~~ = [d" log 1/Ital (t)/d(it)"]t_O, 

by the set of relations5 

J.l1.N = "I.N = 0, 

f.£2.N = "2.N, 

f.£a.N = "a.N, 

J.l4.N = "4.N + 3";.N, 

J.lS,N = "S.N + 10"a,N"2.N, 

p 2. 1, 

f.£6.N = "S,N + 15K4,NK2,N + 10K;,N + 15K~,N' etc. 

Now from (45) it follows that 

K;~k = N-!P( -1)"(dP log ipN(a)/da") 

(47) 

(48) 

(49) 

= NH"(-lY(d"<PN(a)/daP
), p 2. 2, (51) 

where we have fJ.Iso used the definition (18). 
At this point we shall explicitly make use of the 

results of the previous section. With Eq. (38), 
we obtain 

1• N;"-I (a) = (_I)"d"<p(a) 
1m K",N .L" , 

N_tO aa 

and, in particular, 

lim "~~k = lim f.£~~~ 
N_oo N_(» 

p 2. 2, (52) 

uniformly in any finite t-interval. This formula ex­
presses the fact that the sequence of characteristic 
functions 1/Ita) (t) tends, in the limit as N ~ co 

(V IN constant), to the characteristic function of 
the normal distribution function with variance g(a). 

In order to investigate whether also the frequency 
function U1a

) W is asymptotically equal to the 
frequency function of the normal distribution func­
tion with variance yea), we consider the function 

= L: {1/I1a)(t) - exp [-bt2]} exp [-itt] dt 

+ [ 1/I~a)(t) exp [-it~] dt J1tl2!:T 

- [ exp [- !gt2 
- it~] dt, JIII 2!:T 

(57) 

where T is an arbitrary positive constant. In the 
second member of (57) we have used formula (44), 
From (57) we obtain 

2?1' IU~")(~) - (2;g)+ exp [_!g-1~2]1 

~ L: 11/11")(t) - exp [-!gt2 ]1 dt 

lim ";~k = 0, p 2. 3. 

(53) 
Using (45) and (17) we get for the second integral 

(54) at the right-hand side of the inequality (58) 
N-", 

According to the relation (50), these conditions imply, 
for the moments f.£;~lr, that 

N-", (55) 
lim f.£;~k = 1·3·5 .. · (p - l)gt" forp even,} 

lim f.£;~lr = 0 for p odd, 
N-", 

i.e. they become asymptotically the moments of a 
normal (Gaussian) distribution function with vari­
ance g(a). By combining the first and second limit 
theorem5 of probability theory, we have 

lim 1/Ita)(t) = exp [_jgt2
], (56) 

N-", 

r dt 
= J1tl2!:T (1 + N la 2t2)!N' (59) 

But if N 2. 2, then 

(1 + N-1a -2t~"N 2. (1 + N-1a -2tZriNl 

2. 1 + N-1 [!NJa-Zt2 2. 1 + !a-2t2 > !a-2t\ (60) 

where [iN] is the integral part of the number IN. We 
therefore have, for all N, 

(61) 

6 See e.g. M. G. Kendall, The Advanced Theory of Statistic8 
I, (Griffin and Company, Ltd., London, England, 1952). . and consequently [cf. (58)], 
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211" IU1a'(~) - (2;g)t exp [-!g-lfJ! 

~ L~ i,y1a
)(t) - exp [-!gt2 Ji dt 

+ r (exp [-!gt2J + 2a2r2) dt, (62) 
JIII~T 

or using the result (56), 

1~~ 211" IU1a\~) - (2;g)! exp [_!g-I~2]1 

< r (exp [_!gt2] + 2a2r2) dt. (63) 
JIII~T 

Now since T is arbitrary, the integral at the right­
hand side can be made as small as one wishes, so 
that the limit of U1a) W for N going to infinity is 
indeed equal to the Gaussian frequency function 
with variance g(a). By substituting into this result 
(40), (41), and (53), we obtain for N -t co 

flN(E) '" <pN(a)eaE [211B ~(a) ]i 
X exp { [E - AN(a) ]2} 

2BN(a) . (64) 

This is the desired asymptotic form of the structure 
function derived for all a > 0 unequal to ax (X = 1, 
2, ... , L). It has been obtained by Khinchin 
for a system consisting of a large number of non­
interacting components by making use of the central 
limit theorem of probability theory. The systems 
considered by Khinchin correspond to the case that 
the functions log <pN(a) are additive for all N (e.g. the 
ideal gas represented by Eq. (14) with QN(S) = V N 

for all s) and not to the more general case con­
sidered here, that these functions are asymptotically 
additive. (Yamamoto and Matsuda's6 attempt to 
justify Khinchin's procedure for the case of inter­
acting components cannot be considered to be 
satisfactory.) 

v. CONCLUSIONS 

The derivation of (64) given above, shows that 
due to the short range of the interactions, the system 
behaves, for almost all values of a, as if it consists 
of a large number of noninteracting components. 
One might think of subsystems consisting of large 
numbers of particles; the interaction between these 
subsystems is then a surface effect and very small 
compared to the energy content of the subsystems 

6 T. Yamamoto, and H. Matsuda, Progr. Theoret. Phys. 
16, 269 (1956). 

themselves. The result (64) expresses the fact that 
for all a unequal to ax (X = 1,2, ... ,L) the energies 
of these subsystems behave as "almost independent 
random variables" so that a central limit theorem 
still applies. We see however, that for a = ax 
(X = 1, 2, ... , L), this is no longer the case: even 
though the interaction energies between the sub­
systems may be negligibly small, their effect may 
become important. Physically this simply means 
that a system of interacting components may 
undergo a phase transition, which implies a strong 
dependency and not an almost statistical inde­
pendency between the components. (Obviously the 
systems considered by Khinchin can never undergo 
a phase transition). 

In all our previous considerations the parameter 
a is completely arbitrary, having as yet no physical 
meaning. We shall, on Khinchin's footsteps, choose 
a in such a way that in (64), 

(65) 

which equation has one single positive solution 
a = {3.l One then obtains from Eq. (64), in the limit 
as N -t co, E -t co, V -t co (V IN v constant, 
EIN = e constant), 

1](e, v) = cp({3, v) + (3e, (66) 

and consequently 

(67) 

where 

1](e, v) = lim N
1 

log flN(E, V), 
N ... ", 

The following conclusions can be drawn from the 
relations (66) and (67): 

1. The existence of the function cp({3, v) [cf. (21) 
et seq.] implies the existence of the function 1](e, v); 
no separate proof, analogous to Van Hove's proof 
of the existence of cp({3, v), is needed to establish 
this result. The fact that relation (66) is not ob­
tained for {3 = ax (X = 1, 2, ... , L) does not con­
stitute a restriction on this statement since cp({3, v) 
is a continuous function of (3. 

2. If the validity of thermodynamics has been 
established in the microcanonical ensemble, that is, 
if 1](e, v) (or rather h-1T/(e, v» is to be interpreted 
as the entropy per particle of the system, we may 
conclude from (66) and (67) that {3 (or rather k(3) 
is the reciprocal absolute temperature, and (3-1cp({3, v) 
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represents the free energy per particle. This however 
justifies the use of the canonical ensemble, since all 
the thermodynamic quantities of the system can 
also be obtained from the function 'f.>N({3, V) defined 
by (4). The singularities ax (X = 1, 2, '" , L) of 
((J({3, v) are indeed to be interpreted as singularities 
of the free energy and thus correspond truly to 
phase transitions. 

Finally we wish to stress the fact that all our 
results are based on the assumption (30) concerning 
the asymptotic distribution of zeros of the poly­
nomial QHz). [This assumption has also been made 
in the related cases considered by Yang and Lee4 

and ~wis and Siegert.3
] If this distribution were, 

for instance, such that these zeros are asymptotically 
everywhere dense on some segment of the real axis, 

our results would break down for that segment. 
This point, therefore, also requires further analysis. 
Another question to be answered is whether it is 
possible to reformulate the present classical deriva­
tion of Eq. (64) for the quantumstatistical case, as 
we did on basis of Khinchin's method in a previous 
paper.7 
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Progress in the theory of lattice statistics is reviewed with emphasis on the use of series expansions 
to study the critical behavior and on the exact results obtained by transformation theory. Recent 
work is reported which indicates that the magnetization of the three-dimensional Ising model vanishes 
as (Tc - T)Il with {j ~ -h, while the low-temperature susceptibility diverges as (Tc - T)--r with 
'Y = t ('Y = t in two dimensions). An Appendix is devoted to a detailed tabulation of the exact 
numerical values and best estimates for the critical temperatures, energies, specific heats, entropies, 
magnetizations, and the ferro- and antiferromagnetic susceptibilities of four plane lattices and the 
simple, body-centered, and face-centered cubic lattices. 

A square lattice gas with infinite nearest-neighbor repulsions and weak second-neighbor attrac­
tions (across alternate squares) is solved exactly for one particular temperature by transformation. 
The gas undergoes a transition at a density PI = !v'2, the corresponding form of the isotherm being 

P - PI a(pi - p) 
l?i' = Ina Ipi - pI' 

where Ci = ,...(1 + !V2), so that the isothermal compressibility becomes logarithmically infinite. 

1. INTRODUCTION 

I N this paper, I would like to review briefly some 
recent progress in lattice statistics and to de­

scribe, in particular, a two-dimensional lattice gas 
of hard squares for which an isotherm can be 
calculated exactly. Present day interest in lattice 
statistics, centers of course, on the behavior in the 
transition regions. The Ising model is one of the 
most flmdamental examples of a system exhibiting 
a phase transition and although it is not a realistic 
model in all of the many physical situations to 
which it can be applied, I believe there is still much 
to be learned about phase transitions by its study. 

To determine the true properties of the model 
there are basically two approaches. On the one 
hand, one can attempt to obtain exact, rigorous 
analytic results; the major landmark in this direction 
is, of course, Onsager's closed expression for the 
partition function of the plane square lattice in zero 
magnetic field which was published over eighteen 
years ago, in 1944.1 One should also remember that 
in 1936 PeierIs2 had shown generally why a transi­
tion should take place and that Kramers and 
Wannier3 had located the exact critical point in 1941. 

The alternative approach to the problem is to 
employ systematic, successive approximations which 
may be studied numerically. I have stressed the 
adjectives "systematic" and "successive" since I 
believe that the day of the "one-shot" approxima-

1 L. Onsager, Phys. Rev. 65, 117 (1944). 
2 R. Peierls, Proc. Cambridge Phil. Soc. 32, 477 (1936). 
3 H. A. Kramers and G. H. Wannier, Phys. Rev. 60, 252, 

263 (1941). 

tion, however elaborate or ingenious, is past. Simple 
approximations like the mean-field and Bethe ap­
proximations4 are useful general guides, especially 
in correlating experimental data, although the 
rigorous results have shown them to be seriously 
misleading in the transition region. Recently, how­
ever, some rather lengthy and complicated approxi­
mate treatments of the Ising model have appeared 
the results of which are no better than those of the 
Bethe approximation. While such treatments are 
probably useful in throwing light on the deficiencies 
of methods which are also applicable to other prob­
lems, they do not add to our knowledge of the true 
nature of the Ising model transitions. Successive 
approximations, on the other hand, enable one, by 
studying their trend, to obtain numerical informa­
tion of known reliability. 

Such approximation methods may be roughly 
grouped into two classes: those which yield closed 
formulas and those based on power-series expansions. 
Of the former, one should mention, in particular, the 
method of Kikuchi,4.5 which has been developed by 
Hijmans and de Boer6 and Kruseman, Aretz and 

7 ' Cohen, and the method of Yvon and Fournet.4
•
8 

The first Kikuchi approximation is usually rather 

4 For a discussion of the approximations and general 
review of the field, see C. Domb, Advan. Phys. 9 Nos. 34 
35 (1960). ' , 

5 R. Kikuchi, Phys. Rev. 81, 988 (1951). 
6 J. Hijmans and J. de Boer, Physica 21, 471 485 499 

(1955). ' , 
7 F. E. J. Kruseman Aretz and E. G. D. Cohen Physica 

26,967,981 (1960). ' 
8 J. Yvon, Cahiers phys. No. 28 (1945), Nos. 31, 32 (1948). 
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accurate except near the transition point, but un- the nature of the dominant singularity (pole or 
fortunately, higher approximations are very much branch point) and the intercept with the lin = 0 
harder to compute and the rate of convergence seems axis yields the transition point.12 Application of this 
disappointingly slow. Direct series expansions are method to the high-temperature susceptibility series 
relatively easier to calculate and the labor of ob- has lead to estimates of the critical temperatures 
taining higher terms does not, in practice, increase accurate to 0.1 % or better (see below) and has 
as rapidly. Furthermore, the trends of successive shownll

•
12 that the susceptibility diverges at T = Te 

approximations are more regular. The use of ex- as 
tended series to derive information about the transi­
tion region has been developed particularly by Domb 
and Sykes and their collaborators9

-
12 and has proved 

rather fruitful. Since it is not always realized how 
much accurate information is obtainable in this 
way, especially in the light of recent developments, 
I would like, before going on to discuss some progress 
on the exact analytic approach, to outline the present 
state of numerical knowledge of the Ising model. A 
table summarizing the information for one-, two-, 
and three-dimensional lattices is presented in 
Appendix A. 

2. THE SERIES APPROACH 

By expanding the partition function at high tem­
peratures, low temperatures, or high fields one ob­
tains4 the specific heat, the reduced susceptibility, 
etc. as power series, 

x(T) ~ (Nm2/kTe)C~/[1 - (T./TW (T > T.), (2) 

where 'Y = t in two dimensions and 'Y = t in three 
dimensions. The former result has since been con­
firmed by analytic arguments16 based on the exact 
results of Onsager and Kaufman for the correla­
tions.l1 (Values of the amplitudes C~ are given in 
the Appendix.) 

It has proved possible in some cases to remove the 
dominant singularity in a function in order to study 
the behavior at other singularities. In this way, for 
examples, Sykes and Fisher18 have examined the 
analytic behavior of the antiferromagnetic suscepti­
bilities at Te and obtained values of Xanti accurate 
to 0.5% or better, even in the critical region. (Some 
of these results are presented in the Appendix.) 

The second technique, the Pade approximant pro-
cedure, is basically a method of analytically con­

In practice, one can normally calculate from eight 
to twenty-four exact coefficients an. To analyze such 
a power series numerically, there are now two tech­
niques available: the ratio method of Domb and 
Sykes12 and the Pade approximant procedure, more 
recently developed by Baker and Gammel. l3

•
14 

(This latter is, effectively, a generalization of Park's 
method.15

) 

The ratio method is applicable when the series 
of coefficients an (or those of some transformed series 
such as the logarithmic derivative) are of one sign, 
in which case the dominant singularity of A(w) lies 
on the real axis and corresponds (normally) to the 
transition point. It is found, in many cases, that the 
ratios 

(1) tinuing a power series. The [L, M] Pade approximant 
to a function A (w) whose power series expansion is 
known, is the ratio of two polynomials pew) and 
Q(w) of degrees Land M, with coefficients chosen so 
that the expansion of P(w)IQ(w) agrees with the 
exact expansion of A(w) up to the term in W

L
+

M
• 

(The calculations for the coefficients involve the 
solution of M simultaneous linear equations.) The 
distribution of zeros and poles of successive approxi­
mants reveals the analytic behavior of A(w) and 
evaluation of the approximants yields accurate esti­
mates of A(w) well beyond the radius of convergence 
of the original series. The Pade approximants may 
be regarded as closed-form approximations derived 
from the series; since they agree with a greater 
number of the exact terms than do the usual closed­
form approximations they may be expected to be 

rapidly approach linear behavior with lin. The 
gradient of the corresponding line then determines 

9 C. Domb, Proc. Roy. Soc. (London) A199, 199 (1949). 
10 C. Domb and M. F. Sykes, Phys. Rev. 108, 1415 (1957). 
11 C. Domb and M. F. Sykes, Proc. Roy. Soc. (London) 

A240, 214 (1957). 
12 C. Domb and M. F. Sykes, J. Math. Phys. 2, 63 (1961). 
13 G. A. Baker, Jr., J. L. Gammel, and J. G. Wills, J. Math. 

Anal. Appl. 2,405 (1961). 
U G. A. Baker, Jr., Phys. Rev. 124,768 (1961). 
16 D. Park, Physica 22, 932 (1956). 

correspondingly more accurate. 
Using this technique to investigate xCv), (dldv)· 

In xCv), and [X (v)P, Baker14 confirmed Domb and 
Sykes' estimates for T. and for the behavior (2) of 
the susceptibility at Te. The two methods, in fact, 
yield estimates for Te agreeing with one another (and 
with the exact results in two dimensions) to within 

16 M. E. Fisher, Physica 25, 521 (1959). 
17 L. Onsager and B. Kaufman, Phys. Rev. 76, 1244 (1949). 
18 M. F. Sykes and M. P. Fisher, Physica 28, 919, 939 

(1962). 
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1 or 2 parts in 10\ so that for most practical purposes 
the critical points of the three-dimensional lattices 
may be regarded as known exactly. (The values are 
tabulated in the Appendix.) 

The real power of the Pade approximant pro­
cedure, however, has revealed itself in its ability 
to deal with series, such as the spontaneous magneti­
zation of the body-centered and face-centered cubic 
lattices, in which the signs and magnitudes of the 
coefficients are so irregular that all direct analysis 
seemed hopeless! Baker14 showed, in this way, that 
the magnetization of the three-dimensional lattices 
vanishes as 

on the cubic lattices indicates that the logarithmic 
singularity, originally assumed somewhat arbitrarily 
by Wakefield/1 is probably correct. 

3. TRANSFORMATIONS 

Onsager's work gave us the exact partition func­
tion of the plane square Ising lattice in zero magnetic 
field. Similar relatively complicated calculations 
soon afterwards yielded the partition function for 
the plane triangular lattice.22 The partition function 
of the honeycomb lattice could then be derived in a 
few lines by using the "star-triangle" transforma­
tion discovered by Onsager.l.22.23 This transforma-
tion which replaces a "star," consisting of a central 

(3) spin connected by bonds to three outer spins, by a 
where {3 '" 0.30. More recently, this problem has "triangle," made of direct bonds between the three 
been re-examined using longer series and we have outer spins, admits of considerable generalization.24 

concluded19 that {3 is probably exactly equal to As we will indicate, solutions can be obtained in this 
1
5
6 = 0.312500 for all three-dimensional lattices way for many other types of Ising model, some of 

(compared with (3 = i in two dimensions). For a which are of considerable physical interest. 
simple lattice gas with nearest-neighbor attractions, The basic idea of the transformation is to replace 
(3) should give the shape of the liquid-vapor co- a function if;(SI, S~, ... sn) of n discrete spin variables 
existence curve near the critical point. Consequently, S; = ±1, by a function if;*(SI, S2, ..• sn) of different 
it is interesting to note that the coexistence curves for functional form chosen, however, in such a way that 
the classical rare gases can be fitted with {3 = 0.33.20 if; == if;* for the 2" distinct values of the arguments. 

Among other results derived from the series ex- The mathematics is then essentially unchanged, but 
pansions, one may mention the low-temperature the different functional forms lead to different 
susceptibilities (evaluated in the limit of zero field) physical interpretations. In practice, one also uses 
which, for a lattice gas, correspond to the (reciprocal) the fact that the variables S; commute, so that the 
slope of the isotherms at the condensation point. summations in the partition function 
As at high temperatures, the behavior is found to be Q (K L) " [K " " N , = L., exp L., S;S; + L L., s;]; (6) 
xo(T) ~ (Nm2/kTe)C;/[1 - (T/Te)P, (T < 7'e), (4) .,-"'1 (;i) i 

where 'Y = t in two dimensions and t in three 
dimensions. The amplitudes C; are, however, much 
smaller than above Te (see Appendix). 

The specific heats of the three-dimensional lattices 
exhibit weaker singularities than the susceptibilities 
and it is more difficult to draw accurate conclusions. 
Above T e , the specific heats are relatively much 
smaller than in two dimensions (where they are 
symmetric about Te) and the evidence suggests4

•
10 

K = J/kT, L = mH/kT (7) 

can be performed in any order. 
The simplest example of this principle is found in 

Van de Waerden's25 method of expanding the parti­
tion function in zero field. To avoid the appearance 
of "repeated bonds" in the graphical expansion, 
one must linearize the Boltzmann factor if;(SI' S2) = 

exp KS1S2 • If we write 

(8) 
that 

C(T) ~ A/r1 - (Te/T)]1I5, (T > Te). (5) and impose the identity for the values 81, S2 
we obtain the equations 

±1, 

The series can, however, be fitted quite well by a 
logarithmic singularity which suffices to yield 
reasonably accurate estimates for the critical energies 
and entropies. These differ characteristically from the 
two-dimensional results4

•
18 (see Appendix). Below 

T e , the specific heat is much greater in magnitude 
and recent work on the diamond lattice as well as 

19 J. W. Essam and M. E. Fisher, J. Chern. Phys. 38, 802 
(1963). 

20 E. A. Guggenheim, J. Chern. Phys. 13,253 (1945). 

if;(I,I) = eK = a + (3, if;(1, -1) = e-K = a - {3, 

(9) 
which are immediately solved to yield the well-

21 A. J. Wakefield, Proc. Cambridge Phil. Soc. 47, 419 
799 (1951). ' 

22 R. M. F. Houtappel, Physica 16, 425 (1950); H. N. V. 
Temperley, Proc. Roy. Soc. (London) A202, 202 (1950)' 
G. H. Wannier, Phys. Rev. 79, 357 (1950). ' 

23 G. H. Wannier, Rev. Mod. Phys. 17, 50 (1945). 
24 M. E. Fisher, Phys. Rev. 113, 969 (1959). 
26 B. L. Van der Waerden, Z. Physik 118, 473 (1941). 
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known result 

0: = cosh K, {3 = sinh K. (10) 

(By an obvious generalization for the case of spin 
one, when s, = 1, 0, -1, it is only necessary to 
consider single bonds and double bonds.) 

To extend this bond transformation, consider a 
lattice in which each bond is "decorated" with an 
arbitrary physical system which interacts only with 
the spins at the ends of the bond and with external 
fields. We aim to show, by summing over the states 
Qf the decorating systems, that the partition func­
tion of the decorated lattice can be reduced to that 
of the underlying simple Ising lattice. For each bond 
of the decorated lattice, the partition function has, 
in virtue of the commutation, a factor 

",(S1, S2) = Tr {exp [- X(S1' S2) IkT]} 

= E exp [-En(S1' s2)lkT], (11) 
n 

where X(S1, S2) is the Hamiltonian and En(Sl' S2) 
the energy levels of the decorating system for a 
fixed spin configuration. We now attempt to satisfy 
the identity 

",(SI, S2) = g exp [K'SlS2 + 5L181 + 5L~2], (12) 

where the exponential factor corresponds to a direct 
(undecorated) bond of the underlying lattice with 
additional magnetic fields acting at the vertices. 
Imposing the identity for the four possibilities Sl, 
S2 = ± 1 leads to four equations for the four param­
eters g, K', aLl, and 5L2 • These are readily solved 
to yield 

(13) 

(14) 

and 
(15) 

where ",... ",(±1, ±1). With these results the 
partition function of the decorated lattice may be 
written 

ZM(T,L) = gMQN(K',L') (16) 

where M is the number of decorated bonds and 
QN(K', L') is the partition function of the under­
lying lattice of N sites, with bond parameter K', and 
field parameters L', that include the increments aLi' 

As an example of this transformation, consider 
a decorated square lattice in which each bond carries 
a quantum-mechanical spin (8 = t) which is acted 
on by parallel and perpendicular magnetic fields, 

H. and H~, and which is coupled anisotropically to 
nonmagnetic vertex spins. The bond partition func­
tion is then 

",(S1' S2) = Tr {exp [K(T~(SI + S2) + L.(T~ + L~(T~)} 
= 2 cosh [(Ks 1 + KS2 + L.)2 + L;)1/2. (17) 

(Similar expressions could obviously be written down 
for arbitrary higher values of the spin on the bond.) 
If we now suppose that the spins on the vertical 
bonds are coupled ferromagnetically to the vertex 
spins, whereas those on the horizontal bonds are 
coupled antiferromagnetically (Le., K --+ - K) we 
obtain a "super-exchange" antiferromagnet. (The 
bond spins form a square lattice which orders anti­
ferromagnetically, in virtue of the indirect coupling 
through the vertex spins.) Now the operation 
K --+ -K induces the changes "'++ --+ "' __ and 
"' __ --+ "'++, so that by (14), 5L --+ - oL. This means 
that when all the decorating bonds are removed, 
the additions to the magnetic parameter Li at each 
vertex cancel one another. Consequently, the parti­
tion function of the superexchange lattice in an 
arbitrary magnetic field is obtainable from Onsager's 
solution in zero field. The explicit relationship is 

(18) 

where K' and g are given in terms of K, L;r;, and L. 
by (13), (15), and (17). 

The thermodynamic and magnetic properties of 
the model follow from the partition function (18) 
in the standard way, and have been investigated 
in detail for parallel fields.26 The correlation functions 
for the model may be related to those for the stand­
ard square lattice by extending the arguments.27 As 
might be expected, the specific heat in zero field for 
the superexchange lattice becomes logarithmically 
infinite at Te. The transition temperature is lowered 
in a field and goes to zero at the critical parallel 
field H. = 2J 1m. The specific heat in a field still 
exhibits a logarithmic singularity, but its strength 
falls with increasing field. 

The most interesting results concern the mag­
netization and the susceptibility since these are 
only known approximately for the normal Ising 
lattice. The zero-field parallel susceptibility has a 
vertical tangent at Te and passes through a maximum 
about 40% above Te. The critical behavior is 

xlI(T)~(Nm2IkT){~e+B(T-Te) In IT-Tel), (19) 

where 
~e = 1 - !v'2. (20) 

26 M. E. Fisher, Proc. Roy. Soc. (London) A254, 66 (1960). 
27 M. E. Fisher, Proc. Roy. Soc. (London) A256, 502 (1960). 
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FIG. 1. Hard-square 
lattice gas with attractions 
across alternate squares 
(indicated by broken lines). 

The more modern experimental work28 with anti­
ferromagnetic crystals confirms that aXil/aT be­
comes infinite at Te and that the maximum in XII 

lies above T e• 

One can show,16 by expressing the antiferro­
magnetic parallel susceptibility in terms of the 
correlation functions and using the results of On­
sager and Kaufman,17 that the critical behavior (19) 
is also valid for the standard plane Ising models in 
zero field. The constants ~e and B have not been de­
termined exactly in these cases but quite accurate 
estimates can be obtained from the seriesIS (see the 
Appendix). 

The perpendicular susceptibilities of the plane 
square and honeycomb lattice can be calculated in 
closed form (in zero field) by an extension of the 
transformation technique.29 .3o The partition func­
tion of a lattice with a single magnetic spin in a 
perpendicular field is replaced by the zero-field 
partition function and a set of near-neighbor-pair 
and higher order correlation functions.30 The result­
ing formula for the honeycomb lattice is relatively 
simple, but that for the square lattice is lengthy 
and involves sums and products of elliptic integrals. 
In the critical region the behavior is similar to (19). 
(N umerical values of the corresponding constants 
are given in the Appendix). 

For the exactly soluble superexchange model, the 
magnetization in a field is continuous at the transi­
tion but its gradient in the (H, T) plane becomes 
infinite as InlH - Hel or InlT - TJ It seems likely 
that, as for the zero-field properties, this result is 
also true for the standard plane Ising models in a 
field. If this is so, it has some interesting con­
sequences for the behavior of the corresponding 
plane lattice gases with repulsive interactions 
(see Sec. 4). 

28 M. A. Lasheen, J. van den Broek, and C. J. Gorter, 
Physica 24, 1061, 1076 (1958). 

29 M. E. Fisher, Physica 26, 618, 1028 (1960). 
30 M. E. Fisher, J. Math. Phys. 4, 124 (1963). 

4. HARD-SQUARE LATTICE GAS 

One of the simplest models with which one might 
hope to study the steric effects arising from the 
finite "hard core" radius of the atoms and molecules 
in real gases, is a plane lattice gas of hard squares. 
The grand partition function for this model is equi­
valent to the canonical partition function of the 
corresponding antiferromagnetic Ising lattice in a 
finite magnetic field evaluated in the limit T ~ 0.31

-
33 

Because of the repUlsive interactions, Yang and 
Lee's powerful theorem on the zeros of the grand 
partition function31 no longer applies, and the loca­
tion and nature of the transition from ordered to 
disordered state is not known. Approximate treat­
ments by Burley33 using the Bethe and related 
approximations indicate a second-order transition 
with a discontinuous gradient in the isotherm. 
Temperley,a2 on the other hand, has suggested that 
the transition might be first order. 

An obvious extension of the model is the intro­
duction of attractive forces between squares which 
touch along a side. (This is equivalent to intro­
ducing second-neighbor interactions in the Ising 
lattice.) One might expect this model to exhibit a 
gas-liquid condensation as well as solid-gas (sub­
limation) and solid-liquid (melting) transitions. If 
we modify this model slightly, it turns out that we 
can calculate an exact isotherm for one particular 
temperature. The modification is to weaken the 
attractive forces so that they only come into play 
across alternate squares of the underlying square 
lattice, as indicated in Fig. 1. (This is equivalent 
to deleting the diagonal second-neighbor interactions 
in every other square of the lattice.) 

The first few terms of the Mayer expansion of the 
grand partition function in powers of the fugacity 

are easily derived for this model and yield 

r(z, f) = p/kT = z - (t - f)i 

+ (Wi - 8f + 12)z3 + 

(21) 

(22) 

where, as usual, if Vo is the depth of the attractive 
part of the potential, 

1 = e4C 
- 1, 4C = Vo/kT. (23) 

[For simple hard squares f = 0 and (22) reduces to 
the known expansion.32 .33] The density is given by 

31 T. D. Lee and C. N. Yang, Phys. Rev. 87, 410 (1952). 
32 H. N. V. Temperley, Proc. Phys. Soc. (London) 74, 

183, 432 (1959); and preprint (1961). 
33 D. M. Burley, Proc. Phys. Soc. (London) 75,262 (1960); 

77, 451 (1961). 
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P = n/2N = (z a/az)r 

= z - (5 - 2f)l + (31 - 241 + 3r)i + . ", (24) 

where n is the mean number of atoms on the lattice 
of 2N sites. Hence, the virial expansion is 

p/kT = P + (i - f)/ 

+ (4t - 41 + 2/2) / + (25) 

Expansions can also be obtained at high densities 
by considering holes in the close-packed configura­
tion at P = Pm." = t. 

To derive an analytic expression for the grand 
partition function 

E(z, I) = E(cp, C) = exp 2Nr(z, f), (26) 

we may write 

E(cp, C) = lim :a:\cp, C, G, G*), (27) 
G~'" 

where zt is the grand partition function of a gas 
with soft repulsive cores, of strength VI = 4GkT, 
and an additional "four-body" repulsive interaction, 
of strength V* = 4G*kT which comes into play 
between adjacent atoms when the remaining two 
sites in the alternate squares are unoccupied. This 
last interaction is merely introduced as a device 

'l1(81 , 82, 83, 84) = exp [ -icp ~ HI + 8.)] 

lal IbJ FIG. 2. Distinct config­
urations of atoms around 
a square in the soft­
square gas. 

which enables us to transform the problem into the 
superexchange model discussed in the previous 
section. 

The corresponding Boltzmann factors for the six 
possible distinct configurations of atoms around a 
square, as shown in Fig. 2 are: 

(a) 1, (b) 1, 

Cd) e-40
-

40*, -160+80 e . 

Introducing the spin variables 8. = ±1 and asso­
ciating 8. = + 1 with an occupied site and 8. = -1 
with a vacant site, we can write 

N 

:a:\cp, C, G, G*) = L: II 'l1(8kl' 8k2, 8k3, 8k4) , (28) 
8i=:l:l k-l 

where the product is taken over the N alternate 
squares across which the attraction takes place, and 
where 

X exp {C[(1 + 81)(1 + 83) + (1 + 82)(1 + 84)]} exp {-G[(1 + 81)(1 + 82) + (1 + 82)(1 + 8a) 

+ (1 + 83)(1 + 84,) + (1 + 84)(1 + 81)]} exp {-G*(1 - 8183)(1 - 8~J}' 

which can be rewritten as 

(29) 

'l1 = exp [-cp + 2C - 4G - G*] exp [ -(icp - C + 2G) ~ 8.] 
X exp [(C + G*)(8183 + 8~4) - G(S182 + 8283 + 8~4 + 8481) - G*81828384]' (30) 

Now, by performing the summations over the 
vertex spins, the partition function for the super­
exchange lattice in a parallel field (Li< = 0) can be 
written 

N 

Z2N(K, L) = L: II 1/;(8kl, 8k2, 8k3, 8k4) , (31) 
8i ",,*1 k-l 

where the summation is over the configurations of 
the 2N bond spins, the product is over the N 
vertices, and where 

1/;(81 ,82, 8a, 84) = 2 exp [!L t 8a] 
.-1 

X cosh K(81 - 82 + 8a - 84), (32) 

As in the previous section, we next attempt to 

satisfy the identity 

'l1(cp, C, G, G*) = h1/;(K, L) (33) 

for the 16 possible combinations of 81-4 ±1. 
Since 'l1 involves four parameters but 1/; only con­
tains two, we cannot satisfy (33) in general. It is 
easily found, however, that the necessary and suffi­
cient conditions for the identity to be valid are 

G = t In cosh 4K, 

G* = ! In cosh 2K - t In cosh 4K, 

C = G - G* 

= -i In cosh 2K + i In cosh 4K, 

(34) 

(35) 

(36) 
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FIG. 3. Variation with density of the pressure (a) and 
isothermal compressibility (b) of the lattice gas at a fixed 
temperature T = Volk In 2. 

L = -~4> - In cosh 2K, 

In h = -4> - 2 In cosh 2K - In 2. 

(37) 

(38) 

To obtain the hard-square gas we have to take 
the limit G ~ (Xl, so that by (34) we must consider 
IKI -+ (Xl. For large K > 0 one finds 

G = tK - kin 2 + O(e-SK
), (39) 

G* = tK - lIn 2 + O(e- 4K
), (40) 

L = -t4> - 2K + In2 + O(e-4K
), (41) 

In h = -4> - 4K + In 2 + O(e-4K
), (42) 

and finally 
C = lIn 2 + O(e-4K). (43) 

This last relation restricts our solution to the single 
temperature T = Vo/k In 2, for which 

f = 1. (44) 

lt does not seem possible to avoid this limitation. 
For this case we find, by comparing (28) and (31) 
and substituting in (27), 

'E(4), lIn 2) 
= lim 2Ne-N~-4NKZ2N(K, -t4> - 2K + In 2). (45) 

But, by the analysis of the previous section, 
Z2N can be re-expressed in terms of the partition 
function of the standard square lattice. Thus, 

Z2NCK, L) = lNQNCK') , (46) 

where by (13), (15), and (17) with L. = Land 
Lz = 0 we have 

e4K
' = cosh (2K + L) cosh (2K - L)/cosll L, (47) 

and 

the limit K ~ (Xl, yields 

eU
- = 1 + 4e-<I> = 1 + 4z, (49) 

and finally 

$(4), lIn 2) = TN(l + 4z)N/2QN[lln (1 + 4z»), (50) 

which expresses the grand partition function of the 
gas in terms of the partition function of the plane 
square lattice in zero field as calculated by Onsager.1 

By expanding the logarithm of the left-hand side 
of (50) in powers of z, one easily checks (22) for 
f = 1. The exact results for the model follow by 
using Onsager's formulas. The pressure and the 
density are conveniently expressed as 

f(z,l) = p/kT = K' + 10
K

' WI(K) dK, 

and 

(51) 

p(Z) = HI - e-4K ,)[1 + wI(K')], (52) 

where K' is given by (49) and where wI(K) is the 
reduced energy Cor first-neighbor correlation func­
tion) of the plane square lattice. Thus, I 

WI(K) = t coth 2K(1 + (2/1I')k~'K(kl)J, (53) 

where 
kl = 2 tanh 2K/cosh 2K, 

(54) 
k~' = 2 tanh2 2K - 1, 

and K(k l ) is the complete elliptic integral of mo­
dulus k l • 

lt follows that the gas undergoes a transition to 
an ordered state when the fugacity is 

z, = t(1 + V2) = 1.207107. (55) 

The Mayer expansion in z, however, diverges owing 
to a closer singularity on the negative real axis at 

Zo = tel - V2) = -0.207107, (56) 

(A similar situation prevails when f = 0.) The other 
critical parameters are 

f, = p,/kT 

= lIn (! + Yz) + G/1I' = 0.558961, (57) 
and 

p, = 1 Yz = 0.353553. (58) 

The equation of state is obtained formally by 
eliminating the fugacity Z (or K') between the rela­
tions (51) and (52). It does not seem possible to 
express the result in closed form, but it is easily 
seen that the pressure is a smooth continuous func­
tion of the density as shown in Fig. 3. In the transi­
tion region we find 

g4 = 24 cosh (2K + L) cosh (2K - L) cosh2 L. (48) 

Substituting L = - t4> - 2K + In 2 and taking with 

~ "" Ei- + a(p, - p) ( ) 
kT "" kT In alp, _ pI' 59 
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K = p-l iJpjiJp = IjkTp(iJrjiJp) (61) 

becomes logarithmically infinite at p = p t (see Fig. 3). 
The "second-order" transition revealed here is 

evidently a "fluid-solid" transition, but whether 
the "fluid" is "gas" or "liquid" we cannot say, 
since only the isotherm for f = 1 is known. It seems 
likely, however, that f = 1 corresponds to a tempera­
ture above the gas-liquid critical point (if it exists) 
rather than to one below the triple point (if it 
exists). Thus, unless f = 1 is some other kind of 
singular point, the nature of the transition should 
remain essentially unchanged as f is reduced to 
zero. We conclude that the transition for the simple 
hard square lattice gas (with no attractions) is 
probably rather similar. (This is in agreement with 
a suggestion of Burley.33) 

It is difficult to judge whether these results have 
any relevance to continuum gases of hard circles 
and spheres. Indeed, there are indications that the 
situation is somewhat different even for a gas of 
hard hexagons on the triangular lattice, which should 
be a better approximation to a gas of hard circles. 
On the other hand, the possibility that the transi­
tion in a gas of hard spheres is of similar type should 
be borne in mind since, if so, it might be rather 
difficult to detect it by Monte Carlo studies or by 
approximate theoretical calculations. 

By extending the analysis along the lines used to 
calculate the correlation properties of the super­
exchange model/7 it is also possible to determine the 
energy and long-range order of the gas as a function 
of density for the case f = 1. 

Finally, we note that when f = -1, so that the 
atoms exert infinite repulsive forces across alternate 
squares of the lattice, the model reduces to the 
dimer problem34 (on the underlying lattice). This 
has recently been solved rigorously for the case of 
maximum density (p = 1) by the use of Pfaffians.35- 37 

It is also possible to calculate certain correlation 
properties for this case with the aid of perturbation 
techniques but the problem of dimers at intermediate 
densities has so far resisted attack. 

34 M. E. Fisher and H. N. V. Temperley, Revs. Modern 
Phys. 32, 1029 (1960). 

35 H. N. V. Temperley and M. E. Fisher, Phil. Mag. 6, 
1061 (1961). 

36 P. W. Kasteleyn, Physic a 27, 1209 (1961); J. Math. 
Phys. 4, 287 (1962). 

37 M. E. Fisher, Phys. Rev. 124, 1664 (1961). 

APPENDIX A-EXACT AND ESTIMATED NUMERICAL 
PARAMETERS FOR THE ISING MODEL 

The exact results in the table below, derived from 
the work of Onsager,38 Yang, 39 Houtappel,40 Syozi,41 
and others,42-46 are given in most cases to six or 
more decimal places. The estimates for the three­
dimensional lattices (and for the parallel suscepti­
bilities in two dimensions) are based on the series 
obtained by Domb and Sykes47 .48 and extended more 
recently by Essam and Sykes.49 Critical point 
parameters have been obtained by numerical analysis 
based on the behavior of the ratios48- 5o and the 
sequences of Pade approximants.51 .52 The errors in 
the estimates are generally confined to the last one 
or two decimal places. (Many of the entries in the 
table are reproduced from a similar table in reference 
49.) 

The lattice types considered are: linear chain (c), 
plane honeycomb (h), plane square (sq), kagome (k), 
triangular (t), simple cubic (sc), body-centered cubic 
(bcc) , and face-centered cubic (fcc). Definitions of 
symbols used in the table are given below. A blank 
entry indicates that the numerical value has not 
been computed, three dots that the category is 
inapplicable. 

38 L. Onsager, Phys. Rev. 65, 117 (1944) [zero-field properties 
of the plane square lattice]. 

39 C. N. Yang, Phys. Rev. 85, 808 (1952) [magnetization 
of the plane square lattice]. 

40 R. M. F. Houtappel, Physica 16, 425 (1950) [zero-jield 
properties of the triangular and honeycomb lattices]. 

411. Syozi, Progr. Theoret. Phys. (Kyoto) 6, 306 (1951) 
(zero-field properties of the kagome lattice]. 

42 R. B. Potts, Phys. Rev. 88, 352 (1952) [magnetization 
of the triangular lattice]. 

43 S. Naya, Progr. Theoret. Phys. (Kyoto) 11, 53 (1954) 
[magnetization of the honeycomb and kagome lattices]. 

44 M. E. Fisher, Physica 25, 521 (1959) [critical behavior 
of the plane lattice susceptibilities]. 

45 M. E. Fisher, Physica 26, 618, 1028 (1960); J. Math. 
Phys. 4, 124 (1963) [perpendicular susceptibilities of one- and 
two-dimensional lattices]. 

46 A. Danielian, Phys. Rev. Letters 6, 670 (1961) [anti­
ferromagnetic fcc at T = 0]. 

<7 C. Domb and M. F. Sykes, Phys. Rev. 108, 1415 (1957) 
[specific heat series]. 

48 C. Domb and M. F. Sykes, Proc. Roy. Soc. (London) 
A240, 214 (1957); J. Math. Phys. 2, 63 (1961) [susceptibility 
series]. 

49 J. W. Essam and M. F. Sykes (to be published). 
50 M. F. Sykes and M. E. Fisher, Physica 28, 919, 939 

(1962) [anti ferromagnetic susceptibilities, energies, etc.]. 
51 G. A. Baker, Jr., Phys. Rev. 124, 768 (1961) [magnet­

izations and high-temperature susceptibilities]. 
52 J. W. Essam and M. E. Fisher, J. Chem. Phys. 38, 802 

(1963). [magnetizations and low-temperature susceptibilities]. 
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TABLE 1. Table of exact and estimated numerical parameters for the Ising model 

Lattice 
c h sq k t sc bee fcc 

q 2 3 4 4 6 6 8 12 
l/v, 1 1.7320508 2.4142136 2.296630 3.7320508 4.5840 6.4032 9.8280 
v, 1 0.5773503 0.4142136 0.4354206 0.2679492 0.21815 0.15617 0.10175 
z, 0 0.2679492 0.4142136 0.3933198 0.5773503 0.64183 0.72985 0.81529 
K, 0:> 0.6584788 0.4406868 0.4665661 0.2746531 0.22171 0.15746 0.10208 
8, 0 0.5062173 0.5672963 0.5358297 0.6068256 0.75172 0.79385 0.81617 
IX 0.7603459 0.8813734 0.8683772 0.9514269 0.96797 0.98366 0.99308 
Energy 
U,/Uo 1 0.7698003 0.7071068 0.7440169 0.6666667 0.328 0.270 0.244 
A+ 0 0.6366198 0.6366198 0.5924414 0.6366198 0.343 0.343 0.345 
A_ 0 0.6366198 0.6366198 0.5924414 0.6366198 ~1.0 ~1.0 ~1.0 

Entropy 
S, 0 0.26471 0.306470 0.28052 0.33028 0.541 0.586 0.597 
S", - S, 0.6931472 0.42844 0.386677 0.41263 0.36287 0.152 0.107 0.096 
So 0 0 0 0.50183 0.32306 0 0 0 
Magnetization 
f3 i i i i ~0.3125 ~0.3125 ~.3125 
Dr 1.264904 1.2224099 1.2···· . 1.2032700 1.570 1.491 1.488 
Ferromagnetic Susceptibility 
l' 1 7 t 7 :r 1.250 1.250 1.250 "4 "4 . 
C'+ 0.6480 0.77184 0.7962 0.8473 1.0181 0.9727 0.967 
C + r 1.0466 0.96272 1.0176 0.9244 1.0604 0.9929 0.975 
C r- 0.0280 0.0261 0.0249 0.196 0.190 0.189 
Antiferromagnetic Susceptibility (Parallel) 
~, 0 0.1214 0.1570 (0.18943) (0.1389) 0.3397 0.3692 (0.000) 
xc/xo 0 0.2398 0.2768 ( 0:> ) ( CD ) 0.4519 0.4651 (0.000) 
B+ 0.332 0.3174 0.115 0.111 
B_ ~0.33 ~0.317 0.301 0.316 
8max 1.000000 0.8544 0.8720 0.8255 0.8457 0.14 
Tmax/T , 1.6877 1.5371 1.0981 1.0653 
xmaxlx.o 0.183939 0.41628 0.42957 0.46444 0.47310 0.73 
Xmax/X' 1.736 1.552 1.0277 1.017 
Perpendicular Susceptibility 
x~,/xo ... 1.154701 1.136951 
br 0.4840' . 0.4701715 
8max 0.416779 0.558" . 0.617625 
Tmax/T , 1.104·· . 1.08872· . 
X~m.x/Xo 1.199678 1.2126' . 1.183144 

NOTATION 
q is the coordination number, 
v = tanh K = tanh (J /kT), z = (1 - v)/(l + v) = exp (-2K), 

K = J/kT, o = kT/qJ, 
IX = lim [1 - (v/v,)]/[l - (T,/T)], 

T-+Tc 

Energy: 
U o = lim U(T) = lim U(v), 

r~o .~l 

A .. = lim [U(v) - U,]/Uo[l - (v/v,)] In 11 - (v/v,)I. (0) 

"c-v-O=l: 

Entropy: 
SO = lim S(v) = lim SeT) (J < 0). 

1'--1 T--+O 

Magnetization: 
f3 = lim In I(v)/ln [1 - (v,/v)] = - lim In I(T)/In [1 - (T/T,)], 

tl-t'c T-+Te 

Dr = lim I(T)/[l - (T/T,)]~. 
T-+Tc 

Susceptibility: 
~ = (kT/Nm2)x, xo = Nm2/qJ = x~(O), 
l' = - lim In Hv)/In [1 - (v/v,)J = - lim In x(T)/ln [1 - (T,/T)J, 

T--+Tc 

lim Hv) 11 - (v/v,)!', CT= = lim ~(T) jl - (T,/T)I', 
t'e-1l_0=- T-Te-O* 

B= lim [~(v) - ~cl/[1 - (v/v,)J In 11 - (v/v,)I, (0) 

rc-t'--+O= 

br = lim [x.L(T) - X.L,l/X.L(O)[(T/T,) - IJ In I(T/T,) - 11.(0) 
T-Tc 

• This may not be the exact form of the singularity in three dimensions. 
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After t~e introduction of the conc~pt of ~attice graph. and a brief discussion of its role in the theory 
of the ISIng ~odel, a related combInatorIal problem 18 discussed, namely that of the statistics of 
non-overlappIng dimers, each occupying two neighboring sites of a lattice graph. It is shown that 
the configurational partition function of this system can be expressed in terms of a Pfaffian, and 
hence calculated explicitly, if the lattice graph is planar and if the dimers occupy all lattice sites. 
By the examples o~ ~he <).u~dratic and the hexag?nall~ttice, i~ is found that the dimer system may 
show a phase transitlOn sImtlar to that of a two-dimenslOnal ISIng model, or one of a different nature 
or no transition at al~, depending on the activities of various classes of bonds. The Ising problem i~ 
t~en shown to ?e eqUlv:a~ent to a ¥eneralized dimer problem, and a rederivation, of Onsager's expres­
SlO~ for the ISIng partItion fUnctlOn of a rectangular lattice graph is sketched on the basis of this 
eqUlvalence. 

I. INTRODUCTION 

MANY aspects of the Ising model have been 
investigated by exact methodsl since the 

publication of Onsager's solution of the two-di­
mensional problem.2 In addition to their direct 
significance for the theory of phase transitions, the 
results thus obtained were important as a test for 
the various approximation methods which have been 
developed for the study of cooperative systems. It 
was found that approximate theories, though de­
scribing the overall properties of the model in a 
rather satisfactory way, fail to yield an adequate 
description of its most characteristic behavior, viz. 
that in the neighborhood of the transition tempera­
ture. This knowledge has, in turn, led to an increased 
interest in exact solutions of other combinatorial 
problems on crystal lattices. By studying a variety 
of problems one might hope to get some insight into 
such questions as: (a) Why, by the methods de­
veloped thus far, can the Ising problem be exactly 
solved for a one-dimensional lattice in an arbitrary 
magnetic field and for two-dimensional lattices with 
nearest neighbor interaction in the absence of a 
magnetic field, but not for any other system? 
(b) What determines the mathematical form of the 
singularities in the properties of the Ising model, 
and can the behavior at the singular point be pre­
dicted if the lattice and the interactions are known? 

(a) The first question has been answered only 
partially thus far. It is easy to see that the applica­
bility of the existing methods depends not only 
on the geometrical arrangement of the lattice sites 

1 For a general review, see C. Domb, Advan. Phys. 9, 
149 (1960). 

2 L. Onsager, Phys. Rev. 65,117 (1944). 

(and thus, e.g., the dimensionality, in the usual, 
geometrical sense), but also on the way in which 
the sites combine to interacting pairs. On the 
other hand, it is obvious that when we represent 
the resulting structure bya graph, connecting any 
two interacting sites by a line, only the topological 
and not the metrical properties of this lattice graph 
are relevant.3 We now know the determining 
property, at least for the success of the determinantal 
approach to the Ising problem introduced by Kac 
and Ward4

: the partition function of a system can 
be expressed in terms of a single determinant only 
if its lattice graph is planar, i.e. can be imbedded 
(drawn without intersecting lines) in a plane. For 
lattice graphs which can be imbedded in a torus 
but not in a plane, one needs four determinants to 
express the partition function; more generally, for 
a graph which can be drawn on a surface of genus g,5 
but not on one of genus g - 1 (and which is there-

II ' fore, called a graph of genus g), one needs 4" de-
terminants. In the limit g -7 co, application of the 
method is impossible even in principle. It can easily 
be seen that the lattice graphs for which the Ising 
problem could not be solved are all of infinite genus. 
We thus see that the genus of the lattice graph 

• 3 A system in a. magnetic .field is equivalent to a sy-stem 
wIth a m~re cOI!lphcated lattice graph in zero field; it IS this 
gr!LI?h whICh wtll then be called the lattice graph of the 
orIgInal system. 

• M. Kac and J. C. Ward, Phys. Rev. 88, 1332 (1952)' 
R. B. Potts and J. C. Ward, Progr. Theoret. Phys. (Kyoto) 
13, 38 (1955); S. Sherman, J. Math. Phys. 1, 202 (1960). 

5. The ge~us g of a surface is the maximum number of 
nomntersectlllg closed curves which one can draw on the 
surface without disconnecting it. A plane and a sphere 
have g = 0, a torus g = 1, etc. 

6 D. Konig, Theorie der endlichen und unendlichen Graphen 
(Chelsea Publishing Company, New York 1936 and 1950) 
p.198. '" 
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plays a dominant role in the solubility of the Ising 
problem. 

On the other hand, it is well known that several 
other combinatorial problems defined with respect 
to a lattice graph can be solved for arbitrary graphs, 
both planar and nonplanar. Among these we mention 
the problems of random walks on a lattice,7 the 
distribution of electric current and potential in an 
infinite resistance network,S and the enumeration 
of trees, or branched polymers, in a lattice graph.9 

It might be a real step forward if we understood 
clearly why in the Ising model the genus of the 
lattice graph plays such an important part, whereas 
in other problems it does not. 

(b) There are various reasons for conjecturing 
that the behavior in the critical region is primarily 
determined by the dimensionality of the lattice 
graph.l The dimensionality dim L of an infinite 
lattice graph L can be defined with the aid of the 
asymptotic behavior, for n ~ co, of the number 
N" of lattice sites whose shortest path to a fixed 
site consists of n bonds of L: dim L = 1 + limn~oo 
(In N,,/ln n). It is not necessarily equal to the 
geometrical dimensionality of the underlying point 
lattice. Thus, if in a two-dimensional, quadratic 
point lattice only horizontal neighbors are con­
nected by a bond, the resulting (nonconnected) 
lattice graph has dimensionality 1. In those cases 
where exact solutions are available, they generally 
bear out the conjecture; numerical calculations seem 
to support its validity for three-dimensional lattices, 
and a comparison with other combinatorial problems 
shows that analogous quantities have singularities 
of the same mathematical form. However, no general 
relations between dimensionality and critical be­
havior of the Ising model have been rigorously 
established thus far. 

In order to contribute to the discussion on these 
two points, we consider in this paper a cooperative 
problem which has recently been solved for a certain 
class of systems. It concerns the statistics of dimers 
on a crystal lattice, when each dimer occupies two 
neighboring lattice sites, and no dimers overlap. 
This "dimer problem" arises in the theory of liquids 
consisting of molecules of different size,IO in the 
cell-cluster theory of the liquid state/ 1 and in the 

7 E. W. Montroll, J. Soc. Ind. Appl. Math. 4, 241 (1956). 
8 H. Davies, Quart. J. Math. (Oxford) 6, 232 (1955). 
9 H. N. V. Temperley, Discussions Faraday Soc. 25, 

92 (1958). 
10 E. A. Guggenheim, Mixtures (Clarendon Press, Oxford, 

England, 1952) Chap. X. 
11 E. G. D. Cohen, J. de Boer, and Z. W. Salsburg, Physica 

21, 137 (1955). 

theory of adsorption of diatomic molecules.12 We 
concentrate mainly on the case of the dimers com­
pletely filling the lattice. A method for solving this 
problem for a rather general class of lattice graphs 
is developed in Sec. 2; as no use is made of the 
regular structure (periodicity) of a lattice graph, 
the terms "graph" and "lattice graph" are inter­
changeable in this section. In Secs. 3 and 4, two 
applications to particular lattices are given, and 
the phase transitions occurring there are discussed. 
A connection between the dimer problem and the 
Ising problem is derived in Sec. 5. The case of a 
quadratic lattice has been dealt with in detail in an 
earlier paper/3 an alternative approach, leading to 
results identical to ours, has been independently 
developed by Temperley and Fisher.l4 

II. DIMER CONFIGURATIONS AND PFAFFIANS 

Consider a lattice graph L consisting of N sites 
(points, vertices), connected by R bonds (lines, 
edges), which are divided into several classes, 
C l , C2, ... , Cn (e.g. the "horizontal" and "vertical" 
bonds in a simple quadratic lattice). Dimers (figures 
consisting of two points linked by a line) can be 
placed on L so as to occupy two sites connected 
by a bond. A (close-packed) dimer configuration on L 
is an arrangement of dimers on L such that all 
sites are singly occupied. Obviously no such arrange­
ment is possible if the number of sites is odd; there­
fore let N be even, N = 2M. Let gL(Nl, N 2, ... ,Nh) 

be the number of dimer configurations occupying 
Nl bonds from the class C l , N2 from C2, ... , Nh 
from Ch (Nl + .. , + Nh = ~ N = M). We want to 
derive an expression for the generating function for 
dimer configurations on L, 

ZL(Zl, Z2, ... ,Zh) 

L: gL(Nl ,' ., ,Nh)Z~' ... z~·. (1) 
N .... ·.N. 

The variables Za (0: = 1, ... , h) may be con­
sider as activities, and ZL as the configurational 
partition function of the dimer system. If all Za are 
set equal to 1, ZL reduces to the number of ways 
in which L can be filled with dimers. 

It is not difficult to find a certain analogy with 
the Ising problem. There the determinantal method 
of Kac and Ward4 was based on the fact that, 
by their cyclic character, configurations of polygons 
on a lattice are reminiscent of the terms in the 

12 T. S. Chang, Proc. Roy. Soc. (London) A169, 512 (1939). 
13 P. W. Kasteleyn, Physica 27, 1209 (1961). 
14 H. N. V. Temperley and M. E. Fisher, Phil. Mag. 6, 

1061 (1961); M. E. Fisher, Phys. Rev. 124, 1664 (1961). 
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expansion of a determinant. Here, the pairwise con­
nection of lattice sites in a dimer configuration re­
minds one of the terms of another mathematical 
form, the Pfaffian.15 The Pfaffian of a skew-sym­
metric n X n matrix A with elements a(k, k') 
(n even = 2m) is defined by16 

Pf A = L' Epa(kl' k2)a(ka, k4) '" a(kn-l' kn) (2a) 
p 

[m!2mr l L Epa(kl ,k2) ... a(kn-l' kn). (2b) 
p 

The first sum runs over those permutations P = 

klk2 ... kn which satisfy kl < k2 ; ka < k4 ; "', 

kn_l < kn, and kl < ka < ... < kn- l ; the second 
sum runs freely over all permutations, and Ep is 
the signature of the permutation P (Ep = + 1 or -1 
according as P is even or odd). The equivalence of 
Eqs. (2a) and (2b) follows from the skew symmetry 
of A. An important property of Pfaffians is their 
relation to determinants: 

[Pf A]2 = det A. (3) 

By analogy with the Kac-Ward method we shall 
now try to construct a skew-symmetric N X N 
matrix D with elements d(k, k') such that Pf D is . ' 
In absolute value, equal to the generating function 
for close-packed dimer configurations on L: 

(4) 

This will have been achieved if (a) there is a one-to­
one correspondence between the nonvanishing dif­
ferent terms of Pf D and the dimer configurations 
on L; (b) to a dimer configuration occupying Nl 
bonds from Cl , N2 bonds from C2, etc., there cor­
responds a term in Eq. (2a) of absolute magnitude 
z7'z~' ... z~'; (c) all terms have the same sign 
(either + or -). 

To satisfy condition (a), let the row and column 
indices of D correspond to the sites of L (numbered 
in an arbitrary way), and let 

d(k, k') = 0 if the sites k and k' are not} 
connected by a bond. 

Condition (b) can be fulfilled by defining 

d(k, k') = -d(k', k) = ±Za if k and k' are} 
connected by a bond of the class Ca. 

From Eqs. (5a) and (5b), 

Pf D = .L: .L:(Na) (±) z7' ... z~·, 
N1.···.NJ, C 

(5a) 

(5b) 

(6) 

15 For earli~r references to this connection, cf. G. BruneI, 
Mem. Soc. SCI. Bordeaux (4) 5, 165 (1895); W. T. Tutte, 
J. London Math. Soc. 22, 107 (1947). 

11 T. Muir, A Treatise on the Theory of Determinants 
(Cambridge University Press, New York, 1904), p. 92. 

:D:DD~ 
(a) (b) (c) Cd) 

FIG. 1. Ca) Example of a lattice graph; (b) and (c) Close­
packed dimer configurations on this graph; (d) Representation 
of the vanishing term in the corresponding Pfaffian. 

where the second sum runs over all configurations C 
with given values of Na (a = 1, "', h). If, e.g., L 
is the lattice graph of Fig. la, and 

0 Zl Z2 0 

D= 
-Zl 0 0 Z2 

-Z2 0 0 Zl 

0 -Z2 -Zl 0 

then 

Pf D = E12a4 d(I, 2) d(3, 4) + Ela24 d(I, 3) d(2, 4) 

+ E1423 d(I, 4) d(2, 3) = +zi - Z; + 0; 

the three terms correspond successively to Figs. Ib 
and Ic (representing dimer configurations on L) and 
Id (not representing a dimer configuration on L). 

The crux of the problem lies in condition (c). 
For an arbitrary choice of signs in Eq. (5b) , the 
terms in Eq. (6) will not have equal signs, owing 
to the occurrence of the signature Ep in Eq. (2) 
and the skew symmetry of D. It is formally possible, 
of course, to avoid all minus signs by working with 
a symmetric matrix, and its hafnian and permanentl7 

(in whose definitions Ep does not occur). However, 
this is of no use if we want to evaluate the partition 
function for a large periodic lattice, since we do 
not have a "permanent calculus" by which to calcu­
late permanents of cyclic matrices. Therefore it 
has to be investigated whether it is possible to 
choose the signs in Eq. (5b) such as to satisfy 
condition (c). To facilitate the discussion, we repre­
sent the signs of the matrix elements by arrows along 
the bonds of L: an arrow pointing from site k to 
site k' will indicate that d(k, k') > 0, and hence 
d(k', k) < O. To each choice of signs in Eq. (5b) , 
then, corresponds an orientation of the lattice 
graph L. 

Consider two configurations, C and C', and further 
the graph consisting of the sites of L, the bonds of L 
occupied by C, and the bonds occupied by C' 
(Fig. 2); it is made up of double bonds and cycles 
(closed paths without double points). Clearly, Cf 

can be obtained from C (and vice versa) by shifting, 
17 E. R. Caianiello, Nuovo Cimento 10, 1634 (1953). 
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HEHE D o 
(a) (b) (c) 

FIG. 2. (c) Transition graph of two close-packed dimer 
configurations (a) and (b). 

in each of these cycles, all dimers by one step in 
either direction; therefore we call this graph the 
transition graph of C and C', and its cycles transition 
cycles. As each cycle contains an even number of 
sites, the transition from C to C' involves as many 
odd permutations of lattice sites as there are cycles 
in the transition graph. Now the sign of a term in 
Pf D is the product of the signature of a permutation 
and the signs of M matrix elements. From this, one 
readily sees that the terms representing C and C' 
have equal signs if in all cycles of the transition graph 
the number of bonds oriented in either direction is odd. 
If, fora cycle of even length (even cycle), the parity 
of the number of bonds oriented in either direction 
is called the orientation parity, we thus have the 
following theorem: 

(A) If the orientation of L which corresponds 
to D is such that the orientation parity of all 
transition cycles is odd, then IPf DI = Zl~' 

From now on, the discussion will be restricted 
to planar lattice graphs, although for the next 
theorem a more general formulation can be given 
which holds for nonplanar graphs as well. A plane 
representation of a planar graph L is a net whose 
meshes are bounded by cycles (mesh cycles). The 
following theorems can easily be proved: 

(B) A planar graph can be oriented in such a 
way that for all even mesh cycles the orienta­
tion parity is odd. 

(C) If in an oriented planar graph the orientation 
parity of all even mesh cycles is odd, then the 
orientation parity of an arbitrary even cycle 
enclosing an even (odd) number of sites is 
odd (even). 

(D) In a planar graph all transition cycles en­
close an even number of sites. 

From (A), (B), (C) and (D) we conclude that for 
planar lattice graphs, a matrix D can be defined 
such that IPf DI = ZL' It is only in the proof of 
(C) and (D) that the planarity of the graph plays 
an essential role: if a nonplanar graph is represented 
in a plane (with intersecting lines, of course), 
neither (C) nor (D) is true. 

When the dimers do not completely fill the lattice, 
i.e. when vacancies or monomers are present, the 

theory also ceases to be true. It is not difficult to 
construct a matrix whose Pfaffian generates all 
monomer-dimer configurations on a lattice graph. 
However, except for graphs such as that of Fig. 
lea), which have no "interior points," it is impossible 
to get all configurations correctly counted. The 
reason is that in this case a transition cycle may 
enclose an odd number of sites, e.g. one site occupied 
by a monomer, contrary to Theorem (D). 

As in the case of the Ising model, the above 
method can be extended formally to cover nonplanar 
lattice graphs as well. For a toroidal graph, however, 
the partition function is a linear combination of 
four Pfaffians, etc., and for lattice graphs of infinite 
genus the method fails completely. The only use 
of this extension lies in the application to two,,: 
dimensional lattice graphs with periodic boundary 
conditions.13 

III. THE QUADRATIC LATTICE 

For a quadratic m X n lattice graph with N = mn 
even, (suppose: m is even), the orientation sketched 
in Fig. 3 satisfies the condition of Theorem (A). 
According to (3), the evaluation of Pf D can be 
reduced to that of det D. If the class C1 contains 
all "horizontal" and C2 all "vertical" bonds, the 
matrix D has a periodic structure, so that it can 
be diagonalized, and its determinant evaluated. 
For the total partition function (generation function) 
Zmn(ZI, Z2) and the partition function per site for 
the infinite quadratic lattice, Z(ZI' Z2), we then find 

Zmn(ZI, zz) 

II!m II" [2 2 br 2 2 l7r J! 
= 2 ZI cos -+-1 + Z2 cos -+ 1 ' 

k=1 l-I m n 
(7) 

Z(ZI' Z2) = lim [Zmn(ZI, z2)fmn 

exp {(27r)-2 for dWI for dW2 In 2[z~ + z; 

+ Z~ cos WI + Z~ cos W2]}. (8) 

1 
t' f · ~ • r ----------t 
I I I I I 

: I : : : 

I L H: t -__ ~~~~~_j 
------m------

FIG. 3. Orientation of the m X n quadratic lattice graph, 
(m even). 
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The molecular freedom 1{!2 of dimers in an infinite 
lattice defined as the number of arrangements per 
dimer, is given by 

1.791 622 812 

where G = 1-2 - 3-2 + 5-2 - T2 + .. , 

0.915 965 594 ... (Catalan's constant). 

(9) 

The expression (8) has a remarkable resemblance 
to Onsager's expression for the Ising partition func­
tion per site for an infinite rectangular lattice.2 In 
fact, when Zl and Z2 are replaced by sinh (2J /kT) 
and sinh (2J' /kT), where J and Jf are the hori­
zontal and vertical Ising coupling constants, Eq. (8) 
reduces, apart from uninteresting factors, to the 
Ising partition function at the critical point (which 
varies with J and J'). This is consistent with the 
fact that for no values of ZI/Z2 has Eq. (8) a singular 
point. I4 

It is possible to extend the dimer problem on a 
quadratic lattice so that a correspondence to the 
Ising problem at all temperatures is established. To 
achieve this, make a further distinction between 
various types of horizontal and vertical bonds, e.g. 
by introducing four activities, ZI, Z2, Za and Z4, as 
indicated in Fig. 4. The dimer partition has then, 
for real values of the activities, a singularity at 
ZI = Z2, Za = Z4. The mathematical form of the 
singularity is the same as in the Ising partition 
function. If ZI/Z2 = Z3/Z4 = u, and if u is increased 
from 0 to <Xl, a "phase transition" takes place at 
u = 1. We are used to relate such a transition to 
the appearance or disappearance of a certain order­
ing. It is not immediately evident however in 
which respect the phase with u > 1 or that ~ith 
u < 1 is ordered. What is more, the symmetry of 
the system with respect to the transformation 
u ---t u- I seems to exclude the possibility that one 
phase is ordered, and the other disordered. The 
solution to this dilemma is simple. It is possible to 
find two order criteria such that the phase with 
u > 1 is ordered with respect to the first criterion 
but disordered with respect to the second, wherea~ 

FIG. 4. Generalized quad­
ratic lattice exhibiting a 
phase transition. 

FIG. 5. The four 
phases of a close­
packed system of 
dimers on a hexagonal 
lattice. 

the phase with u < 1 is disordered with respect to 
the first criterion, but ordered with respect to the 
second. A full discussion of these two kinds of order 
would take us too far, but it is intended to publish 
the details elsewhere. 

IV. THE HEXAGONAL LATTICE 

When in the infinite hexagonal lattice graph three 
classes of bonds are distinguished, each one contain­
ing all bonds parallel to one of the three principal 
directions, a close-packed system of dimers on this 
lattice shows an interesting behavior. IS The partition 
function per site, Z(ZI, Z2, za), is a smoothly varying 
function of the activities ZI, Z2 and Za if these are 
in a "triangle relation", i.e. if ZI < Z2 + Za, Z2 < 
Za + Zl, Za < Zl + Z2' If, on the other hand, one 
of the activities is larger than the sum of the other 
two, Z is identically equal to the square root of 
the largest activity, e.g., for Zl > Z2 + Za we find 
Z(ZI' Z2, za) == zt, independent of Z2 and Za. In 
words, when "ZI bonds" are favored strongly enough, 
only one dimer configuration, viz. that with dimers 
only on Zl bonds is realized. This is related to the 
fact that all transition cycles connecting this ordered 
configuration with other configurations have infinite 
length, i.e. that no configurations exist which deviate 
from it in the position of only a finite number of 
dimers. Obviously, a phase transition takes place 
when Zl = Z2 + Za; it can be shown that at the transi­
tion point Z(ZI, Z2, za) behaves as zH1 +a(z2+za-Zl)fj. 

Likewise we find a phase transition when Zz = Za + Zl 

and when Za = ZI + Z2' The four phases of this 
system of dimers are best represented in a triangular 
diagram where the distances of a point to the three 
axes are proportional to ZI, Z2 and Za. In Fig. 5, the 
regions I, II and III represent successively the 

18 A similar behavior is found for a dimer system on a 
qu~dr!ttic latt~ce g.raph if a suitable, but somewhat more 
artlfi~I~1 clasSIficatIOn of bonds is introduced. This is not 
surpnsmg, as .the h~xagonal latt~ce graph can be considered 
as a q~adratlc lat~IC~ graph WIth certain bonds removed 
(or ha~ng zero actIVIty). On the other hand there is also 
an (agaIn less ."natural") classification of the' bonds of the 
hexagonal lattICe .graph for. which the partition function 
shO\ys the analytIcal behaVior sketched in the previous 
sectIOn. 
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-
Q Q' 

FIG. 6. Part of a finite simple quadratic lattice graph Q 
and the corresponding part of the cluster lattice graph Q' 

ordered phases in which Z is identically equal to 
zt z~ and zi; region IV represents the disordered 
phase, in which Z is a more complicated, continuous 
function of all three activities. It is interesting to 
compare this behavior of a system of dimers on a 
hexagonal lattice with the peculiar properties of the 
Ising antiferromagnetic triangular lattice.19 

A system like this will be realized when diatomic 
molecules with an electric dipole moment p fixed to 
the axis are adsorbed on a hexagonal surface (leaving 
no vacancies) in the presence of an electric field E. 
This system exhibits a phase transition at a tempera­
ture T. given by pEjkT. = 2 In [HI + 3t + 2!3 t)]. 

A remarkable feature of this phase transition is 
that at the transition point the system shows a perfect 
(directional) ordering; when the temperature is 
lowered from T = Tc to T = 0, this ordering exhibits 
no further change. 

V. THE ISING PROBLEM 

In Sec. II, we have seen that the dimer problem 
is analogous to the Ising problem in that it admits 
of a combinatorial solution involving one single 
determinant for planar lattices only. The relation 
between the two problems is much clarified by the 
fact that the I sing problem can be formulated as a 
dimer problem. This was implied already in the 
recent approach to the Ising problem by Hurst 
and Green.20 Whereas these authors arrived at a 
Pfaffian by an algebraic method,21 and did not 
introduce dimers at all, we shall reduce the Ising 
problem directly to a (generalized) dimer problem, 
which can then be solved by the method developed 
in Sec. II. In this way another purely combinatorial 
solution of the Ising problem is obtained. 

It is well known1 that the solution of the Ising 
problem for a simple quadratic lattice graph Q can 
be reduced to the determination of the number of 
ways in which a given number of horizontal and of 
vertical bonds can be selected so as to form closed 

19 R. M. F. Houtappel, Physica 16, 425 (1950). 
20 C. A. Hurst and H. S. Green, J. Chern. Phys. 33, 

1059 (1960). 
21 Essentially the same method has been used by Fisheru 

in his solution of the dimer problem. 

polygons, i.e. configurations in which the number of 
selected bonds incident with any site is even (0, 
2 or 4). 

Now associate with Q another lattice graph Q' 
in the following way: replace each site of Q by a 
cluster containing four sites, and each bond between 
two sites of Q by a bond between the opposite sites 
of two corresponding clusters; within the cluster, 
connect any site with any other (Fig. 6). 

Consider a dimer configuration on the "cluster 
lattice" Q'. Since each cluster contains an even 
number of sites, the total number of dimers con­
necting it to neighboring clusters is even (0, 2 or 4). 
The analogy of these dimer configurations with the 
polygon configurations on Q, and therefore the 
possibility of translating them into each other, is 
obvious. More precisely, we have the following 
correspondence: (1) With each dimer configuration 
on Q', we can uniquely associate a polygon con­
figuration on Q. (2) With each polygon configuration 
on Q we can associate a dimer configuration on Q'i 
this association, however, is not unique. For a site 
of Q, where four or two bonds of a polygon meet, 
there is only one way of translating this local con­
figuration with the aid of dimers, placed on the 
corresponding cluster of sites of Q' (cf. Fig. 7(a), 
7 (b); in the latter case an extra dimer has to be 
introduced to connect the two sites which are not 
connected by a dimer to the sites of neighboring 
clusters. For a site of Q that does not lie on any 
polygon, on the other hand, there are three ways 
of translating, i.e. of connecting the four corre­
sponding sites of Q' [Fig. 7(c)]. 

If this correspondence had been purely one-to-one 
or purely one-to-three, we should have been able 
to enumerate polygon configurations on Q by 

FIG. 7. Correspondence between local polygon configurations 
on Q and local dimer configurations on Q'. 
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enumerating dimer configurations on Q'. Still, the 
mixed character of the correspondence is an ad­
vantage rather than a disadvantage. This becomes 
evident when we try to apply the method developed 
in Sec. II to the lattice graph Q'. It turns out that 
we cannot find the proper generating function for 
dimer configurations on Q'. Q' is nonplanar (unless 
it is a 2 X n lattice, but this restriction is not 
essential to what follows), and no orientation 
satisfying the condition of theorem (A) can be 
found. We can, however, easily orient the bonds 
of Q' in such a way that the orientation parity of 
all even cycles without self-intersections is odd 
(Fig. 8). Then, the orientation parity of the transi­
tion cycles connecting the local dimer configurations 
(Cl) and (C3), and (c~) and (C3), of Fig. 7 is even. 
This implies that the configuration (C3) is counted 
with a different sign from that of (Cl) and (C2)' 
If lhen we put z'" = 1 for all bonds connecting sites 
of the same cluster, the three local configurations 
on Q' corresponding to a single isolated site in the 
polygon configuration on Q, are counted as 1 + 
1 - 1 = 1. So the nonplanarity of Q' just compen­
sates for the one-to-three correspondence between 
isolated sites on Q and isolated clusters on Qt. 
Apart from this effect, all dimer configurations on Qt 
are correctly counted. 

Therefore, if we let !d(k, k') I be equal to x, y, 1 or 0, 
accordingly as k and k' are connected by a hori­
zontal intercluster bond, a vertical intercluster bond, 
an intracluster bond, or no bond, and we choose 
the signs of the d(k, k') in accordance with the 
orientation of Fig. 8, IPf DI is the generating function 
for polygon configurations on Q. D is then equivalent 
to the matrix introduced by Hurst and Green.20 

The Pfaffian, and hence the Ising partition function, 
can, in principle, be calculated in the standard way. 
However, there is no simple way of diagonalizing D 
when the lattice graph has edges, i.e., is planar. 
For a toroidal lattice graph (lattice with periodic 
boundary conditions), on the other hand, the 
calculation is easy, although, of course, four Pfaffians 
(i.e., four matrices) must be introduced. Instead 
of carrying out the calculations, one may equally 
well prove that the four corresponding determinants 
are equal to those introduced by Potts and Ward4 

in their analysis of the Ising model. 
The generalization of the above to arbitrary 

planar (toroidal) graphs is straightforward. The only 
care to be taken is that a site where an odd number 
of bonds, say p, meet, is replaced by a cluster of 
p + 1 sites in order that the number of dimers 
connecting the cluster to neighboring clusters be 

FIG. 8. An orientation of the 
cluster lattice graph Qt. 

even. The addition of two extra sites has no effect. 
Finally, the Ising partition function of a lattice 

graph L in the presence of a magnetic field involves 
the enumeration of configurations of polygons and 
open chains on L. This is equivalent to the enumera­
tion of configurations of dimers and monomers on 
the cluster lattice V, for which the present method 
is not adequate. Only if the ends of the open chains 
are fixed to certain lattice sites of L, can the above 
method be used; the clusters of L' corresponding 
to these sites should then consist of an odd number 
of sites. This is important for the calculation of the 
correlations and the spontaneous magnetization of an 
infinite lattice. 

VI. CONCLUDING REMARKS 

It has been shown that the dimer problem has 
many features in common with the Ising problem. 
Like the latter, it can only be solved for planar (or 
toroidal) lattices, under a restrictive condition (no 
monomers present). It should be added that, here 
too, the partition function for a one-dimensional 
lattice can be exactly calculated even if this condition 
is not fulfilled. ll

•
14 Morevover, it has been shown 

that the Ising problem is a special case of a general­
ized dimer problem (where dimer configurations are 
not counted as different when they differ within a 
"cluster"). This approach to the Ising problem has 
the advantage of making more natural the ap­
pearance of square roots of determinants as the 
fundamental quantities (e.g. in the analysis of 
toroidal lattices, where linear combinations of 
Pfaffians rather than of determinants occur). 

The question of why the genus plays a part in 
these problems and not in others, has not been 
answered. The form of the singularity in the parti­
tion function, however, has been found to be of the 
well-known type again, although in particular cases 
(e.g. the hexagonal lattice), the specific form of the 
problem may lead to the appearance of additional 
singUlarities of a different mathematical form. 
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Time-Dependent Statistics of the Ising Model* 

Roy J. GLAUBER 

Lyman Laborawry of Physics, Harvard University, CanWridge, Massachusetts 

The individual spins of the Ising model are assumed to interact with an external agency (e.g., a heat 
reservoir) which causes them to change their states randomly with time. Coupling between the spins 
is introduced through the assumption that the transition probabilities for anyone spin depend on 
the ".a~ues of the neighboring ~I?in:" This dependence is determined, in part, by the detailed balancing 
condItion obeyed by the equihbnum state of the model. The Markoff process which describes the 
spin functions is analyzed in detail for the case of a closed N-member chain. The expectation values 
of the individual spins and of the products of pairs of spins, each of the pair evaluated at a different 
?m:' are found explicitly. The influence of a uniform, time-varying magnetic field upon the model 
IS dIscussed, and the frequency-dependent magnetic susceptibility is found in the weak-field limit. 
Some fluctuation-dissipation theorems are derived which relate the susceptibility to the Fourier 
transform of the time-dependent correlation function of the magnetization at equilibrium. 

INTRODUCTION 

THE statistical study of systems of strongly 
interacting particles is beset by many problems, 

largely mathematical in nature. These difficulties 
have motivated theorists to devote a great deal of 
effort to devising and studying the simplest sorts 
of model systems which show any resemblance to 
those occurring in nature. The property most desired 
in these models is mathematical transparency. The 
deeper insights offered by the possibility of exact 
treatment are intended to compensate for any un­
realistic simplifications in the formulation. The first, 
and most successful of these models is one intro­
duced by Ising l in an attempt to expl~in the ferro­
magnetic phase transition. While many generaliza­
tions of this model have been studied, we may note 
that the first true understanding of a phase transi­
tion in an interacting system was reached by 
Onsager2 for the case of the two-dimensional Ising 
model. 

If the mathematical problems of equilibrium sta­
tistical mechanics are great, they are at least rela­
tively well-defined. The situation is quite otherwise 
in dealing with systems which undergo large-scale 
changes with time. The principles of nonequilibrium 
statistical mechanics remain in largest measure un­
formulated. While this lack persists, it may be useful 
to have in hand whatever precise statements can 
be made about the time-dependent hehavior of 
statistical systems, however simple they may be. 

* A brief. account of this work was given at the Washington 
D. C. meeting of the American Physical Society, 1960 [R.i 
Glauber, ~ull. Am. Phys. Soc. 5, 296 (1960)]. 

1 E. ISing, Z. Physik 31, 253 (1925). 
2 L. Onsager, Phys. Rev. 65, 117 (1944). 

We have attempted, therefore, to devise a form of 
the Ising model whose behavior can be followed 
exactly, in statistical terms, as a function of time. 
While certain of the assumptions underlying the 
model are to a degree arbitrary, it is surely one of 
the simplest ones involving N coupled particles for 
which exact time-dependent solutions can be found. 

The model we shall discuss is a stochastic one. 
The spins of N fixed particles are represented as 
stochastic functions of time Uj(t), (j = 1, ... N), 
which are restricted to the values ±1, and make 
transitions randomly between these two values. 
These transitions take place because of the inter­
action of the spins with an external agency which 
may be regarded as a heat reservoir. The transition 
probabilities of the individual spins, however, are 
assumed to depend on the momentary values of the 
neighboring spins as well as on the influence of 
the heat bath. It is for this reason that statistical 
correlations arise between the values of neighboring 
spins. The coupling of the spins through their transi­
tion probabilities makes it necessary, in mathe­
matical terms, to deal with the entire N-spin system 
as a unit. The spin functions form a Markoff process 
of N discrete random variables with a continuous 
time variable as argument. Fortunately, if the coupl­
ing of the spins is not too complicated, the dif­
ferential equations governing the probabilities may 
be simplified greatly, making it possible to solve for 
all of the quantities of immediate physical interest 
by elementary means. 

In the sections that follow, we introduce first the 
individual spins interacting with the heat bath, 
then the means by which they are coupled to one 
another. The description of the behavior of the model 

294 
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is then formulated as a matter of solving for the 
expectation values of the spin functions and of their 
products. We center the subsequent discussion 
largely upon explicit solutions for the single-spin 
and two-spin averages, since most of the interesting 
properties of the system may be constructed in 
terms of these. In addition we find the time-delayed 
spin correlation function, i.e. the average product 
of two spin variables, each evaluated at a different 
time. We then describe the model in the presence 
of a uniform, time-varying magnetic field. Two results 
of this generalization are a derivation of the complex 
frequency-dependent magnetic susceptibility for 
weak fields, and a discussion of fluctuation-dissipa­
tion relations which hold when the field-induced 
departures from equilibrium are small. Our efforts, 
in the present paper, are confined to treating a one­
dimensional model which, as already indicated by 
the treatment of the Ising model at equilibrium,2 
appears to be a great deal simpler thllndealing with 
the model in two or more dimensions. 

SINGLE-SPIN SYSTEM 

It may be helpful in introducing our model to 
begin by discussing the most simple of such systems: 
a single particle whose interaction with a heat 
reservoir of some sort causes its spin to flip between 
the values U = 1 and U = -1 randomly, but at a 
known rate. We assume that no magnetic field is 
present so that neither of the states U = ±1 is 
preferred. Then, if the rate per unit time at which 
the particle makes transitions from either state to 
the opposite one is written as a/2, the probability 
p(u, t) that the spin takes on the value U at time t 
obeys the equation 

(djdt)p(u, t) = -!ap(u, t) + !ap(-u, t). (1) 

This equation, or more properly, this pair of equa­
tions for U = ±I, preserves the normalization condi­
tion 

p( 1, t) + p( - 1, t) = 1. (2) 

The pair of equations is therefore immediately 
reducible to a single equation for a single unknown 
function. A convenient choice of the latter function 
is the difference of the two probabilities 

q(t) = p(I, t) - p( -1, t) 

= L: up(u, t), (3) 
(1-·1 

which is simply the expectation value of the spin 
as a function of time, i.e. if we think of the time­
dependent spin variable as a stochastic function 

u(t) taking on the values u = ±I we have 

q(t) = (u(t». (4) 

The equation obeyed by the mean spin is seen 
from (1) to be 

(djdt)q(t) = -aq(t) , (5) 

so that the mean spin simply decays exponentially 
with a relaxation time 1/ a from whatever value it 
is known to have initially, 

q(t) = q(O)e- al
• (6) 

We may regain the individual probabilities p(±I, t) 
from a knowledge of q(t) by means of the identities 
(2) and (3) which together yield 

p(u, t) = HI + uq(t)], (7) 

MANY-SPIN SYSTEM 

Particles such as the one we have just discussed, 
each of them responding to a random spin-flipping 
agency, will form the basic units of the model we 
wish to describe. We shall assume that these par­
ticles are arranged in a regularly spaced linear array 
which may be closed to form an N-particle ring. 
The dynamical resemblance between this model and 
the Ising model rests on the assumption that the indi­
vidual spins of the ring are not wholly independent 
stochastic functions. We may, for example, introduce 
a tendency for a particular spin U; (j = 1 ... N) to 
correlate with its neighboring spins by assuming 
that its transition probabilities between the states 
U; = ±I depend appropriately on the momentary 
spin values of the other particles. To treat any such 
model we must consider the entire ring as a unit 
and introduce a set of 2N probability functions 
P(Ul' ... UNt), one for each complexion, i.e. each 
set Ul, ... UN for the ring. 

If we let Wj(Uj) be the probability per unit time 
that the jth spin flips from the valueuj to -Uj, 
while the others remain momentarily fixed, then we 
may write the time derivative of the function 
P(Ul' ... UNt) as 

+ L: w;( -U;)P(Ul' ... -U;, ... uNt), (8) 
j 

i.e., the complexion Ul, ... UN is destroyed by a 
flip of any of the spins U;, but it may also be created 
by spin flip from any complexion of the form 
Ul, ... -Uj, ... UN. We shall refer to Eq. (8) as 
the master equation since its solution would con-
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tain the most complete description of the system 
available. 

CORRESPONDENCE WITH THE ISING MODEL 

We have already mentioned that the transition 
probabilities Wj(u";) may be chosen to depend on 
neighboring spin values as well as on u;. If we want, 
for example, to describe a tendency for each spin 
to align itself parallel to its nearest neighbors we 
may choose the probabilities Wj(u;) to be of the form 

(9) 

which may be seen to take on three possible values 

W;(Uj) = !a(1 - 'Y), !a(1 + 'Y)' (10) 

The value !a corresponds to the case in which the 
neighboring spins are antiparallel, Uj_l = -Uj+l' 

When the neighboring spins are parallel to each 
other the transition probability takes on the value 
!a(1 - 'Y) for Uj parallel to the two of them or 
!a(1 + 'Y) for Uj antiparallel. Clearly as long as 'Y 
is positive the parallel configurations will be longer­
lived than the antiparallel ones and we shall be 
dealing with a model having ferromagnetic tenden­
cies. Conversely negative 'Y will mean a tendency 
of neighboring spins to remain aligned oppositely, 
and will describe the antiferromagnetic case. We 
note, incidently, that I'YI may not exceed unity. 

The parameter a which occurs in the transition 
probabilities simply describes the time scale on 
which all transitions take place. It has, of course, 
no analog in the familiar discussions of the Ising 
model at equilibrium. The parameter 'Y, however, 
describes the tendency of spins toward alignment 
and thereby determines the equilibrium state of 
the present model much as the exchange interaction 
does in the Ising model. To indicate the quantitative 
correspondence between the models we write the 
Hamiltonian for the linear Ising model as 

(11) 

When the Ising model has reached equilibrium at 
temperature T, the probability that the jth spin 
will take on the value U I as opposed to - U I (for a 
given set of values of the neighboring spins) is just 
proportional to the Maxwell-Boltzmann factor 
exp (-JC/kT). The ratio of the probabilities PI( -UI) 
and PI(UI) corresponding to the two states for the 
jth spin is therefore 

pj(-UJ _ exp [-(J/kT)u;(U;_1 + U;+l)] 

p;(u;) - exp [(J /kT)u;(Uj_l + U;+1)] . (12) 

If the spins other than U 1 are considered as fixed, 
the stochastic model described by (8) and (9) will 
approach an equilibrium in which 

Pie -U;) _ W;(U;) 
p;(U;) - W;( -U;) 

1 - hU;(Uj-l + Uj+1) 

1 + hu;(uj-I + Uj+1) 

(13) 

(14) 

The exponentials which occur in the ratio (12) may 
be written in the forms 

exp [±(J /kT)u;(uj_1 + U;+1)] 

= cosh [k;' (U;_I + Ui+l) ] 

± UI sinh [k~ (Uj_1 + Uj+l) ] (15) 

= cosh [k~ (Uj_1 + Ui+I) ] 

X {I ± !u;(Uj_1 + U;+I) tanh ~~}, (16) 

the latter of which is readily checked for the three 
values the function can take on. The correspondence 
between the ratios of the equilibrium probabilities 
(12) and (14) may evidently be made precise by 
identifying the constant 'Y as 

'Y = tanh (2J /kT). (17) 

We should mention that the particular choice we 
have made for the way in which the transition 
probabilities (9) depend on neighboring spin values 
is motivated more by the desire for simplicity than 
for generality. There exist other, but less simple, 
coupling schemes which also yield the same equilib­
rium states as the Ising model with nearest-neighbor 
interactions. Some of these are discussed in the 
Appendix. There exists, furthermore, the possibility 
that each spin is coupled through the transition 
probabilities to some or all of its more distant 
neighbors. We shall mention this possibility further 
at a later point. For the present we shall continue 
to deal with the transition probabilities (9) and 
discuss the mathematical treatment of the master 
equation based on them. 

REDUCTION OF THE PROBABILITY FUNCTION 

The functions P(Ul' ... UNt) which satisfy the 
master equation (8) furnish, as we have noted earlier, 
the fullest possible description of the system. While 
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we cannot deny that it would be desirable to know 
these functions in their entirety we must neverthe­
less point out that, for N large, they contain vastly 
more information than we usually require in practice. 
To answer the most familiar physical questions about 
the system, in fact, it suffices to know just the 
probabilities that individual spins or pairs of spins 
occupy specified states. Alternatively, we need know 
only the expectation values of spins or the average 
products of pairs of spins. Most of our attention 
in the present paper will be devoted to discussing 
just these functions. However before proceeding to 
the discussion, it may be helpful to indicate some 
general relations between the probability functions 
and the expectation values of products of spin 
variables. 

We define the functions qj(t) to be the expectation 
values of the spins oAt) regarded as stochastic func­
tions of time: 

qj(t) = (oAt» 

= L: O'jP(O'I, ••• O'Nt). 
(v) 

(lS) 

Here and in future work we designate by a sum 
over {O'}, a sum carried out over the 2N values of 
the set 0'1, .•• UN' The functions r j ,k(t) are defined, 
likewise, as the expectation values of the products 
Clj(t)O'k(t) : 

rj .k(t) = (O'j(t)O'k(t» 

= L: O'jO'kP(O'I, ••• O'Nt). (19) 
(vi 

We note in particular that the "diagonal" expecta­
tion values r j ,j are identically unity: 

rj ,;(t) = 1. (20) 

We next construct a general identity relating the 
probability to the expectation values as follows: 
Let 0' j and O'~ be two possibly different values of the 
jth spin. Then the function!(1 + O';O'D equals unity 
for O'~ = O'j and zero for O'~ = -O'j. We may therefore 
construct an identity expressing p(O'lj .•. O'Nt) as 
a sum over all spins by writing 

x L: (1 + 0'10'0 ... (1 + O'NO'k)p(O'f, .•. O'~, t). (21) 
ler') 

1 
P(O'I' ... UN, t) = 2N {1 + ~ O'jqj(t) 

+ L: O'jO'krj,k(t) + ... }, (22) 
j;'k 

which exhibits a general expansion of the probability 
functions in terms of the expectation values of the 
spins and their products taken two at a time, three 
at a time, etc., i.e. the functions 1 and 0' form a 
complete orthogonal basis for the expansion of any 
function of 0', and (22) is just such an expansion 
with N independent variables. The relation (7) for 
a single spin is a trivial example of the expansion. 

The reduced probability functions which furnish 
the probabilities that individual spins or pairs of 
spins occupy specified states, whatever may be the 
states of the remaining spins, are defined by 

p;(O'j' t) = L: P(O'I' .•. UN, t), (23) 
(v;'vtl 

Pjk(O'j, Uk, t) = L: P(O'I,'" UN, t), 
(6"''''i,'''''' 

(24) 

where the notation is intended to indicate summation 
over all the spin variables save O'j in (23) and O'j 

and Uk in (24). If these summations are carried out 
upon the form (22) for P(Ul' ... UN, t) we find 

Pj(O'j, t) = !{1 + O'jqj(t)}, (25) 

Pjk(O'j, Uk, t) = i{l + O'jqj(t) 

(26) 

It should be clear that by solving for the expectation 
values of the spins and their products we are begin­
ning a systematic expansion of the probability 
functions as well as finding the quantities of greatest 
physical interest. 

As a preliminary step to finding the time-depen­
dent equations satisfied by the expectation values, 
we may write the master equation (S) in the more 
compact form 

d 
dt P(O'I' ... UN, t) 

= - L: u'" L: U~W",(O'~)P(Ul' .•. U~, •.• UN, t). (27) 
v.' 

If we mUltiply both sides of this relation by Uk and 
sum over all values of the 0' variables we obtain 

(d/dt)qk(t) = -2 L: O'kWk(O'k)P(O'I, " . UN, t) 

(2S) 

If we expand the product in the summand of this Similarly, if both sides of (27) are multiplied by the 
relation and carry out the indicated summations, product O'jO'k (where j ~ k) and summed over the 
we find 0' variables we obtain 



                                                                                                                                    

298 ROY J. GLAUBER 

d 
dt rj,k(t) 

-2 L UjUk{Wj(Uj) + Wk(Uk)}P(Ul, , .. tJ'N, t) 
\er) 

(29) 

If we substitute the form (9) for the transition 
probabilities in (28) we obtain a recursive system 
of differential equations for the expectation v~lues 
qk(t) : 

(djdat)qk(t) = -qk(t) + h!qk-l(t) + qk+1(t)} , (30) 

An analogous system of equations for the expecta­
tion values of products of pairs of spins results from 
the substitution of (9) in (29). For j rf k we have 

(djdat)rj,k(t) = -2rj ,k(t) + hfrU-l(t) 

+ rj .k+l(t) + rj-l.k(t) + rj+l.k(t)}, (31) 

while for j = k, the functions obey the identity (20). 
These equations, as we shall see, may be solved 

quite readily. It is worth noting, however, that the 
assumption of forms different from (9) for the 
transition probabilities leads, in many cases, to 
systems of equations in which the expectation values 
of products of differing numbers of spins are coupled 
in each equation. Such systems are considerably less 
tractable than the present one. 

SOLUTION FOR THE AVERAGE SPINS: 
INFINITE RING 

The coupled differential equations (30) are par­
ticularly easy to solve for the case of an infinite 
ring, N ~ ex>. It is convenient, for this case, to 
alter slightly the scheme for numbering the spins 
by labeling a particular spin as the zeroth and 
designating those to one side of it with positive 
integers and those to the other side with negative 
ones. We then construct the generating function 

'" 
F(A, t) = L Akqk(t) , (32) 

k"'-oo 

which, according to Eq. (30), satisfies the differential 
equation 

(J/Jat)F(A, t) = -F(A, t) + h(A + A-1)F(A, t). (33) 

The solution for the generating function is evidently 

F(A, t) = F(X, 0) exp [-at + h(X + A-l)atJ, (34) 

which furnishes us an implicit solution for the qk(t) 
in terms of the initial values qk(O). To make the 
solution an explicit one we note that one of the 
factors in (34) is just the generating function for 

the Bessel functions of imaginary argunient,3 

'" 
exp [!x(X + X-I)] = L X"I,,(x) , (35) 

where 

(36) 

Hence the time-dependent generating function is 
given by 

'" 
F(A, t) = F(A, O)e-"" L XkIk('Yat). (37) 

k--a> 

We consider first the case in which all of the spin 
expectations qk vanish initially except for one, which 
we may choose to be the one at the origin 

(38) 

Then the initial value of the generating function is 
just unity, and at later times it is 

'" 
F(X, t) = e- a

• L XkIk('Yat), (39) 
k--co 

from which we conclude, by comparing with (32), 
that the spin expectations are given by 

(40) 

An examination of the functions Ik shows that qo 
decreases steadily to zero as time increases, while 
the neighboring spin expectations rise from zero to 
positive values for a while as a form of transient 
polarization induced by the positive spin at the 
origin. The functions qk for spins neighboring the 
origin rise for times t « kha as 

qk(t) ~ (ljlkl!)(hat)lk'e-a'. (41) 

They then reach a maximum4 at a time given, for 
k » 1, by at ~ k(I - "(2

)-\ and, for much larger 
times, decrease as 

qk(t) f"'V (211j'atr~e-"(I-'Y)I . (42) 

The most general solution for the spin expecta­
tion values, corresponding to an arbitrary set of 
initial values qle(O), may clearly be obtained from 
(40) by linear superposition, 

'" 
qle(t) = e- a

' L qm(O)Ik-m('Yat), (43) 
m->=CO 

where we note that the functions I" for negative 

3 See, for example, G. N. Watson, Bessel Functions 
(Cambridge University Press, Cambridge, England, 1958), 
pp. 14 and 77. 

• The locations of the maxima and various other properties 
of the functions e-uI .. (x) for ~ ~ 1 ~re discussed by E. W. 
Montroll, J. Math and Phys. 25, 37 (1946). 
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order are the same as those for positive order, 
I" = I_n • 

AVERAGE SPINS: FINITE RING 

A somewhat more general means of treating the 
set of equations (30) for arbitrary N may be based 
on a system of normal modes for the spin expecta­
tion values qk. If we seek solutions to Eqs. (30) 
in the form 

qk(t) = Are-PI, 

where A is a constant, then we have 

(44) 

II = a{1 - hG·-1 + r)}. (45) 

The closure of the N-spin ring requires that the 
solution (44) be periodic in k with period N, i.e., 
that rN = 1. Hence there are N roots for r of the 
form 

r .. = exp (27r'im/N) , m = 0,1, ... N - 1, (46) 

and for these the eigenvalues 11m are 

II .. = a{1 - "I cos (27rm/N)}. (47) 

The system of mode functions qt' = exp (27r'imk/N) 
forms a complete orthogonal basis on the ring. 
Hence any solution to (30) may be written in the 
form 

N-l 
qk(t) = L A

m
e(2rimk/Nl-. m l, (48) 

m~O 

(51) 

a result which corresponds to the known absence 
of permanent magnetization in the linear Ising model 
(with interactions restricted to a finite number of 
neighbors). The net effect of the spin interactions 
is to reduce the coefficient in the exponent from the 
a of Eq. (6) to a(1 - "I). 

SOLUTION FOR ONE SPIN FIXED 

It is interesting to investigate the behavior of 
the spin system when one of the spins is assumed 
somehow to be fixed or frozen. We shall, for sim­
plicity, consider the infinite ring and let the zeroth 
spin, the one at the origin, take on the fixed value 
0'0 = 1. Then the differential equations derived 
earlier for the qk(t) still hold for k ~ o. In particular, 
for k = 1, we have 

(52) 

while the equations for k > 1 assume precisely the 
form (30). This sequence of equations for k ~ 1 is 
an inhomogeneous one because of the constant term 
on the right-hand side of (52). It possesses a non­
vanishing equilibrium solution, which satisfies the 
recursion relation 

k ~ 0, (53) 

where qo = 1. The solution to such a linear difference 
equation may be written as 

where the constants Am may be solved for in terms qk = 'l]lkl, (54) 
of the qio(O) by using the orthogonality theorem. 
These constants are where '1/ satisfies the quadratic equation 

A = ~ ~ (0) -2rimZ/N 
rn N L..J qz e . 

Z-1 
(49) 

The solution for the spin expectation values in terms 
of their initial values is thus 

N ., 

= e- ol L L qz(O)Ik-'+;N('YOtt). (50) 
1-1 i--co 

The latter form of the solution is obtained from the 
former by carrying out the summation over m 
explicitly. That the solutions may be expressed in 
this way is obvious from the fact that the problem 
for a finite ring may be solved by inserting periodic 
initial values in (43). 

A particular consequence of the solution (50) is 
the fact that the total magnetization always de­
creases exponentially, 

'1]2 - 2"1-1
'1] + 1 = O. (55) 

It is worth noting that the same quadratic equa­
tion for 'I] holds for negative values of k as for posi­
tive values of k, i.e., the equation is unchanged by 
the substitution of '1]-1 for '1]. The roots of (55), 
which are always real, form a reciprocal pair. One 
member of the pair, 1'-1 {I + (1 - 'Y2

),), always 
has absolute value greater than unity for II'I ~ 1 
and therefore is of no use in solving the problem for 
an infinite ring. The correct root for 'I] has absolute 
value less than unity and is given by 

(56) 

For this value, using the correspondence (17) with 
the static Ising model, we find 

'I] = tanh (J /kT). (57) 

The solution (54) exhibits clearly the tendency 
of any spin, in this case a fixed one, to surround itself 
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with a "polarization cloud." (In the antiferro­
magnetic case, "{ < 0, the signs of the induced spins 
will alternate.) The value of 1/ given by (57) is just 
the familiar short-range order parameter of the 
Ising model. 

To complete the solution of the time-dependent 
equations for the qk(t), with the zeroth spin fixed, 
we need only note that (54) constitutes a particular 
solution of the inhomogeneous system. We may add 
to it any solution to the homogeneous system of 
equations obtained by requiring qo to vanish at all 
times. Such a boundary condition may easily be 
satisfied by using the method of images, since the 
requirement qo = 0 separates the system into two 
halves which do not influence each other. (The 
infinite ring need not be imagined as closed.) If we 
seek a solution to the homogeneous system of equa­
tions in which the qk assume a particular set of initial 
values, say Vk for k > 0, we may reach a solution 
for the positive-k half of the system by using the 
general solution (43) and imagining that the initial 
values of the qk at the negative sites are given by 
q-k(O) = -Vk for k > 0, and that we have qo(O) = O. 
Interpreted in this way for k > 0, the solution (43) 
may be made to fit the correct initial conditions and 
yet, since it remains odd at k at all times, meet the 
boundary condition qo(t) = 0 as well. An analogous 
imaging procedure solves the equations for negative 
k as well. 

To find the general solution to the time-dependent 
equations with the zeroth spin fixed we must add 
together the particular solution (54) for the inhomo­
geneous system and the general solution, constructed 
by the method of images, for the homogeneous 
system, i.e., we add to the solution 1/

k the solution 
to the homogeneous system which corresponds for 
k > 0 to the set of initial values qk(O) - rr The 
resulting solution for k > 0 is 

'" 
qk(t) = 1/

k + e- al L (ql(O) - 1/1) 
I~I 

x {lk-hat) - Ik+lC,,{at)}. (58) 

An analogous solution exists for negative k values. 
For times t » (,,{a)-x, the solutions in all cases 
decay exponentially to the equilibrium form. 

SOLUTION FOR THE SPIN CORRELATIONS 

We next turn our attention to the average values 
of products of pairs of spin variables. The functions 
ri .• (t) which express these averages obey the two­
index system of Eqs. (31) for j .,t. k, and for j = k 
obey the identity ri. i = 1. We can secure a rapid 

insight into the behavior of these functions by 
simplifying the problem so that they depend, in 
effect, on only one index. It often happens, in fact, 
that our knowledge of the initial state of the system 
is characterized by translational invariance, i.e., 
our initial knowledge about all of the spins is the 
same. Then rj ,k(O) can only depend on j - k, and 
no other dependence on j or k can be present at 
later times. In that case it becomes convenient to 
introduce the abbreviation 

r m = rk,k+m (59) 

for the spin correlation functions. We shall consider 
this translationally invariant situation first and then 
return to the more general one presently. 

In the uniform case the functions r m are seen to 
obey the relations 

(d/dat)rm(t) = -2rm(t) + "{{rm_l(t) + rm+l(t)} (60) 

for m .,t. 0, and 

(61) 

Aside from a trivial change of a factor of two in the 
coefficients, this is precisely the sequence of equa­
tions we solved in the preceding section, for the 
single-spin averages with the zeroth spin fixed. The 
factor of two in the coefficients affects only the time 
scale in which the functions change. In particular, 
the equilibrium solution on the infinite chain is 
again given by 

(62) 

where TJ is the short-range order parameter mentioned 
earlier. The time-dependent solution for arbitrary 
initial correlations may be constructed immediately 
from (58). For m > 0 we have 

'" 
rm(t) = TJ'" + e-2a • L [rl(O) - TJI] 

I-I 

x {lm-I(2"{at) - I m+/(2,,{at)}. (63) 

As a particular example of the type of problem 
to which this result is applicable, we may suppose 
that the spin system is suddenly subjected to a 
change of temperature; i,e" after coming to equilib­
rium with a heat reservoir at temperature To, it is 
suddenly placed in contact with another heat bath 
at a different temperature T. In that case the initial 
values of the rl are given by 

r/(O) = TJ~ = [tanh (J /kTo)]I , (64) 

and the way these relax into the equilibrium values 
at temperature T is shown by (63). 

We return now to the general problem of solving 
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the two-index system of differential equations (31) 
without the simplifying assumption of translational 
invariance. The system is an inhomogeneous one 
because of the condition Tk.k(t) = 1, which plays 
a role similar to that of the fixed spin in the preceding 
section. The translationally invariant equilibrium 

lut' Ik-ll h' h h . d' so Ion Tk,l = TJ , W IC we ave Just lscussed, 
clearly satisfies the system of equations. It can be 
used as a particular solution to the inhomogeneous 
system. To this particular solution, we must add a 
general solution to the homogeneous system ob­
tained by supplementing (31) with the conditions 
Tk,k(t) = O. The solutions to these equations may be 
obtained and the boundary conditions met by 
generalizing the methods of the preceding sections 
to deal with a two-index array Tj,k(t), i.e. a matrix, 
rather than a linear sequence qj(t). 

If, for the moment, we ignore the boundary con­
dition on Tu(t) and assume that Eqs. (31) hold 
even for j = k, it becomes a simple matter to solve 
the equations by using a two-parameter generating 
function analogous to (39). We then find that if 
all of the initial values of Tj,k(O) vanish except one 
which is unity, i.e., ' 

rj,k(O) = 8j1 8h " (65) 

the solution for T j ,k(t) is 

Tj,k(t) = e-2atlj_,('¥at)Ik_m('¥at). (66) 

Such solutions may be superposed to secure the 
appropriate initial values and to meet the condition 
Tu(t) = O. To satisfy the latter condition, we must 
generalize to a two-index array the method of images 
used earlier. 

The matrix Tj,k(t) is, or course, symmetric. How­
ever, it is quite convenient to think of it as if it were 
antisymmetric. What we shall do is fix our attention 
for the moment, on the values of Tj ,k(t) for j > k 
and only attempt to deal correctly with these. We 
assume that these matrix elements take on their 
correct initial values but that the elements Tk,j(O) 
are given by -Tj,k(O) for j > k, and that Tj,j(O) = O. 
The matrix Tj,k which is thus assumed initially 
antisymmetric, maintains its antisymmetry at later 
times and, therefore, always meets the condition 
Tj,j(t) = O. In fact, it satisfies the sequence of 
equations (31) including, in virtue of its antisym­
metry, the equation of the same form for j = k. 
We need not be embarrassed, therefore, by our in­
clusion of the j = k equations in the arguments 
leading to (66). 

The basic set of solutions we seek, which meets 
the initial condition (65) and the boundary condition 

Tj .j(t) = 0, is just the solution (66) antisymmetrized 
in the two indices land m, i.e., for j ~ k and l ~ m 

Tj ,k(t) = e-2at {lj_,('¥at)Ik-m('¥at) 

- Ij_"aC'Yat)Ik_I('¥at)} . (67) 

The general solution to the homogeneous system is 
obtained by superposing the solutions (67). In order 
to solve the inhomogeneous system with which we 
began, we must add the particular solution TJ i

-
k to 

the solutions we have just found. The form which 
satisfies the correct initial conditions for j ~ k is 

rj.k(t) = TJ
j
- k + e-2at L [TI,m(O) - TJI-m] 

I>m 

X {Ij_zC'Yat)Ik-m('¥at) - Ij_m('¥at)Ik_zC'Yat)} , (68) 

which is the general solution for the expectation 
values of the spin products. When translational in­
variance holds, this solution may be seen to reduce 
to (63) by applying the relation 

'" 
I k(2x) = m~'" Ik+m(x)I m(X) , (69) 

which is a special case of the addition theorem for 
Bessel functions. 6 

TIME-DELAYED SPIN CORRELATION FUNCTIONS 

The functions Ti,k(t), which we have discussed up 
to th~s point, describe whatever tendency the pairs 
of spms Uj and Uk may have to be correlated in 
direction, on the average, at a particular instant 
of time t. Not all of the spin correlations of interest 
however, have this instantaneous character. I~ 
particUlar, variation of anyone spin at a given 
instant induces polarizations among its neighbors 
which only become appreciable after finite intervals 
of time . .To describe correlation effects extending 
over an mterval of length t', we shall discuss the 
functions (Uj(t)Uk(t + t'», i.e. the expectation values 
of the products of the stochastic spin functions U· 

evaluated at time t, and Uk ev~luated at time t + / 
To evaluate these more general correlation func­

tion~ we represent the values assumed by the spins 
at time t as UI, ••• UN and at the later time t + t' 
as U~, ••• uJ. The probability associated with the 
~pin values U.l' •.. UN at time t is P(Ul' ••• UN, t), 
I.e., the solutIOn to the master equation which satis­
fies whatever initial conditions our physical knowl­
edge imposes. In order to carry out the averaging 
c?rrectly~ we must also know the probability asso­
CIated wIth the final configuration u' ... u' at • 1, N 

tlme t + t'. The question we ask in determining that 

6 Reference 3, p. 361. 



                                                                                                                                    

302 ROY J. GLAUBER 

probability is rather different from the one answered 
by p(u), ... UN, t), since we assume that the spins 
are known to have the values Ul, ••• UN at time t. 
The values Ul, ... UN are thus to be regarded as 
initial spin values in determining the probability 
of finding u~, ... uk at a time tf later. We shall write 
this conditional probability for finding ui, ... uk 
as P(UI' '" UN lui, .,. ukt). The expectation value 
we seek for the product of two spins may then be 
constructed by summing over all possible values 
of the sets 0'), ..• UN and u~, .. 'uk as follows: 

(Uj(t)O'k(t + I'») 

L p(u),'" UNt)U;P(O'l> " . UN lui, ... U/rt')0'1. 
{ull",') 

(70) 

The part of this summation which is to be carried 
out over the variables ui, '" uk may be regarded 
simply as the expectation value of the kth spin 
when the spins are initially U1, ... O'N' We may 
then write 

LP(UI' •.. UN lui, ... ulr, t')u~ = qk(t') , (71) 
(crt} 

where it is understood that the initial values of the 
qk are given by qk(O) = (flo' For the case of an infinite 
chain, the functions qk(t') are given in terms of these 
initial values by the general solution (43) as 

qkCt') = e- at
' L uJk-IC"at'). (72) 

I 

By substituting (71) and (72) into (70) we find 

(U;(t)O'k(t + t'» 
'" 

= e- at
' E Ik_l("at') L p(U) , ••• uNt)(f;(f!. (73) 

1--'" {<') 

The summation over (fl, '" O'N, however, is just 
the instantaneous correlation Tj.k(t) defined by (19). 
The time-delayed correlation function, therefore, 
reduces to 

CD 

(O';(t)(fk(t + t'» = e- a
!' L Tj,ICt)Ik-hat') , (74) 

1--0> 

where the functions T;.I (t) are given, in general, 
by the results of the preceding section. 

For the particular case of a system in thermal 
equilibrium at temperature T, the correlation func­
tion depends only on the interval t', i.e., 

.. 
(U;(t)Uk(t + t'»T = e-at

' L 'l]IH+lllhat'). (75) 
1--00 

The term corresponding to l = k - j is the only 
contribution which would be present if there were 

no correlations between spins in the initial state, 
as would be true, for example, for infinite tempera­
ture. The remaining terms of the series describe 
the stabilizing effects upon the kth spin of the 
polarizations which exist about it in the initial state; 
For either sign of 'Y, the addition of the effects of 
neighboring spins in (75) makes the correlation func­
tion decrease in magnitude more slowly with in­
creasing t'. 

In all of our work to date, we have assumed that 
we are in possession of some knowledge about the 
system at an initial time t = 0, and have sought, in 
a probabilistic sense, to answer questions about the 
behavior of the system at later times. Of course, 
the same questions may be asked in a reversed 
sense. What may we say, on the basis of knowledge 
at t = 0, about the behavior of the system at 
negative times? Since the dynamical properties of 
our model are presumably reversible, there is no 
need to construct or solve a new master equation~ 
The probabilities are simply even functions of time. 
The time t is to be construed more generally as It I 
in all of the probability functions we have calcu­
lated thus far. In particular, the time-dependent 
spin correlation function (75) may be written for 
t = 0 and arbitrary t' as 

'" 
(U;(O)(fk(t'»r = e-att' I L 1JIH+llll ha It'\). (76) 

,--co 

SINGLE SPIN IN A MAGNETIC FIELD 

It is not difficult to formulate the equations which 
describe the behavior of our model when it is placed 
in a uniform magnetic field. The influence of the 
magnetic field H, which we suppose is parallel to 
the axis of spin quantization, is to introduce a pre­
ference of the spins for either the CT = 1 or the 
0' = -1 state. For the most simple case, in which 
only a single spin is present, the transition proba­
bility from U to -u may be written as 

w(u) = la(l - (3u). 

If we equate the ratios of the equilibrium probabili­
ties calculated according to the stochastic model 
and according to statistical mechanics, we find 

p( -u) _ w(u) _ 1 - (30' 

p(u) - w( -u) - 1 + {3u 

_ exp [-(.uH/kT)u] 
- exp [(.uH/kT)uJ 

= 1 - u tanh (.uH /kT) 
1 + u tanh (.u:H/kT) , (77) 
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where p. is the magnetic moment associated with the 
spins or, more concisely, we find the correspondence 

{3 = tanh (p.H/kT). (78) 
... ~ 

The equation satisfied by the expectation value 
of the spin is then 

(d/dat)q(t) = (3 - q(t). (79) 

In the work that follows, it will be interesting to be 
able to discuss the behavior of the spins in time­
dependent magnetic fields. Since the arguments of 
statistical mechanics used in treating the Ising model 
deal only with constant magnetic fields, we are free 
in defining the stochastic model to choose any time­
dependence of the parameter {3 which yields (78) 
when H is constant. The simplest way of defining 
a time-dependent (3 is to retain the relation (78) 
when H depends on time. The solution for the 
average spins is then 

q(t) = q(to)e-a(t-t.) + 1t e- a(t-t'){3(t')a dt', (80) 
t. 

where to is a time at which q is known initially. 

SPIN SYSTEM IN A MAGNETIC FIELD 

To construct a stochastic analog of the Ising model 
in a magnetic field, we must first find an appropriate 
set of tra.nsition probabilities. To this end we note 
that the Hamiltonian of the Ising model is 

3C = -p.H L u'" - J L U",U",+I, (81) 
'" ... 

so that, if the spins other than U; are considered as 
fixed, the ratio of equilibrium probabilities for the 
states -U; and U; is 

p;( -u;) _ exp {-(I/kT)u;[J(u;_1 + U;+I) + p.H]} 
p;(u;) - exp {(I/kT)uj[J(u;_1 + U;+I) + p.Hll 

_ w;(u;) exp [-(p.H/kT)u;] 
- w;( -u;) exp [(p.H/kT)u;] , 

(82) 

where the identities (12) and (13) were used in 
securing the latter relation. If we write the transi­
tion probabilities for the model in a magnetic field 
as w~(u;), the detailed balancing condition at equilib-
rium requires 

w~(Uj) _ pj( -Uj) 
w~( -Uj) - p;(u;) 

w j (u;)[1 - U; tanh (p.H/kT)] 
= w;( -u;)[1 + Uj tanh (p.H/kT)] 

(83) 

Hence our model will approach the same equilibrium 

state as the Ising model if we choose 

wi(u;) = w;(u;)[l - U; tanh (p.H/kT)] 

= w;(u;)(1 - (3u;) 

= !a{ 1 - {3u; + h({3 - u;)(U;_1 + U;+l)}' (84) 

The difference-differential equations satisfied by 
the average spins and the average products are 
easily constructed by means of (28) and (29). For 
the average spins we find the sequence of equations 

(d/dat)qk(t) = - qk(t) + {3 

+ h[qk-I(t) + qk+I(t)] 

- !(3'Yh-I,k(t) + rk,k+I(t)], (85) 

which differs from the sequence (30) considered 
earlier by the inclusion of the inhomogeneous term 
{3 and, more importantly, through the inclusion of 
the pair-correlation terms rk-l,k and rk,HI' The 
equations for the pair correlation are likewise found 
to contain terms proportional to other correlation 
functions, i.e., the single-spin expectations and the 
expectation of the product of three spins. Such 
equations appear, because of their mixed structure, 
to be essentially more difficult to solve than those 
treated earlier. It is not difficult, however, to solve 
them in the limit of weak magnetic fields, p.H « kT, 
and by doing so we are able to discuss the time­
dependent magnetic susceptibility of the system. 

In the weak-field limit, the parameter {3 is pro­
portional to the magnetic field, {3 = p.H /kT. The 
first-order changes of the averages qk(t) may be 
found from Eqs. (85) by using as a zeroth approxi­
mation for the functions rk-I,k and rk,k+l the solution 
(68) derived for them in our earlier work. The equa­
tions for the qk(t) become in this wayan inhomo­
geneous sequence, with the inhomogeneous terms 
proportioned to H. The solution of these equations 
is simplified considerably if we assume that . the 
model is in thermal equilibrium to zeroth order 
in H, i.e., that the field induces only small departures 
from equilibrium. In that case we have 

(86) 

which is independent of k, and Eqs. (85) reduce to 
the sequence 

d 
dat qk = - qk + h(qk-l + qk+l) + {3(1 - '1'71). (87) 

We shall assume, as before, that the definition of 
{3 holds for time-dependent magnetic fields as well 
as stationary ones. The inhomogeneous term in (87) 
may also be written, by using Eq. (55), as 
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(88) 

The sequence of Eqs. (87) differs from the sequence 
(52), which we solved earlier, only by the inclusion 
of this inhomogeneous term. Since the term is inde­
pendent of k, the particular solution required may 
be chosen independent of k as well. Finding the 
particular solution is then a matter of treating the 
simplest of first-order linear differential equations. 
The general solution to the sequence (87) for an 
infinite chain is 

qk(t) = e-a(o-t o
) L: ql(to)Ik-lha(t - to)] 

I 

+ :T ~ +- 11: I' e-a(l-OY)('-") H(t')a dt', (89) 
7] to 

where again we have let to be the initial time. Since 
the model is assumed to be in thermal equilibrium 
before the magnetic field is turned on at time to, 
the initial values of the ql may be taken to vanish. 
The spin expectations therefore all have the value 
given by the integral term of (89). 

We now introduce the stochastic magnetization 
function 

(90) 

whose average value is given by the sum 

(91) 

If we let the initial time recede into the past, 
to -+ - co, the average magnetization obtained by 
summing (89) becomes 

2N 1 2 , 

(M(t» = ~T 1 ~ ~2 La> e-a(l-OY) (1-1 ') H(t')a dt'. (92) 

For the case of a magnetic field which varies har­
monically, H(t) = Hoe-''''', we may define a com­
plex, frequency-dependent magnetic susceptibility 
x(w) via the relation 

(MCt» = x(w)Hoe- i
"". (93) 

The susceptibility is then given by 

I/N 1 - 112 a 
X(w) = kT 1 + 112 a(1 - 'Y) - iw 

p.
2
N 1 + 11 a(l - 'Y) (94) 

= kT 1 - 11 a(1 - 'Y) - iw 

In particular, in the low-frequency limit w -+ 0, we 
find the static susceptibility 

IN 1 + 11 IN 2J 
x(O) = kT 1 - 11 = kT exp kT ' (95) 

which is the familiar reaplt furnished by the Ising 
model. 

FLUCTUATION-DISSIPATION THEOREMS 

It is interesting to note that our result (94) for the 
magnetic susceptibility is closely related to the result 
(76) for the time-dependent correlation function. If 
we sum the correlation functions (76) over the indices 
j and k by means of the generating function (35), 
and multiply by l, we find the time-dependent 
correlation function for the magnetization, 

(M(O)M(t'»T = IN 11 + 11 e-a(l-oy)IC'I. 
- 11 

The Fourier transform of this function is 

L: (M(O)M(t'»re''''c' dt' 

2N 1 + 11 2a(1 - 'Y) 
= p. 1 - 11 a 2(1 - 'Y)2 + w2 

2kT 
= -:;- 1m x(w) , 

(96) 

(97) 

i.e., the imaginary, or dissipative part of the mag­
netic susceptibility is proportional to the Fourier 
transform of the time-dependent magnetization cor­
relation function. We thus have in hand a par­
ticularly simple example of a fluctuation-dissipation 
relation. Although the derivation we have given 
depends on the explicit evaluation of the functions 
involved, analogous relations are known to hold for 
a wide class of mechanical systems. These relations 
are derived from statistical mechanics by discussing 
the way in which perturbations of the Liouville 
equation affect the distribution function or density 
matrix and the expectation values derived from 
them. Since the model we are discussing, on the 
other hand, is a stochastic one, our equations do 
not follow the dynamics of the spin variables in 
detail. In place of the quantum-mechanical Liouville 
equation we have the master equation, which has 
altogether different properties. Our model, neverthe­
less, does permit the statement of a number of 
simple identities analogous to the fluctuation-dis­
sipation theorems of statistical mechanics, but dif­
fering from them slightly in form. Since these 
relations may be of use in finding the effect of a 
weak field upon the average values of quite general 
functions of the spin variables, we shall derive them 
here. 

We denote the change of any quantity A induced 
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by the presence of the weak magnetic field by the 
increment symbol ~A. The change of the transition 
probabilities according to (84) is then 

~Wi(Ui) = W~(Ui) - Wi(U;) 

= -(p.HjkT)u;Wi(Ui)' (98) 

The first-order changes of the quantities involved 
in the master equation (27) are related by 

:1 l1p(u:, ... u!., I) 

u variables, F(Ul, ... UN), we have only to mUltiply 
Eq. (102) through by F and sum over spins Ui' 
The integrand on the right-hand side may then 
be recognized as an equilibrium-state average of a 
product of three stochastic functions. Expressed in 
this way, the change of the average value of F 
becomes 

~(F[Ul(t), ... UN(t))) 

= ~; f", ~ (uz(t')wz[uZ(t)]F[Ul(t), ... UN(t)])r 

X H(t') dt'. (103) 

In particular, when the transition probabilities are 
(99) given by (9) we find more simply 

Now if p(u:, ... uk lUI, ... uNt) is a conditioned 
probability function in the sense described earlier, 
i.e., it satisfies the unperturbed master equation 
and reduces to IIi ~~I~I' for t = 0, then it con­
stitutes a Green's function for the sequence of Eqs. 
(99). If the initial time is - co, the solution to (99) 
may be written as 

l1P(Ul' ... UN, t) = - L L ur L ur' 
{eT'l l tTl" 

x p(u:' ... uk I Ul, ... UN, t - t') dt'. (100) 

We next substitute the expression (98) for the 
increment of the transition probabilities into (100) 
and sum explicitly over the values of u", finding 

l1P(Ul' '" UN, t) = J!.... L L ur 
kT I~'I z 

X f", H(/') {Wz(ur, t')p(u:, ..• ur, ... u!., I') 

+ Wz(-ur, t')p(uL ... -ur, ... UN, t')} 

X p(uL ... u!. I Ul, '" UN, t - t') dl'. (101) 

The detailed balancing relation (83) assures us 
that the two products within the curly brackets of 
(101) are equal, i.e. that the probability increment 
may be simplified to the form 

l1P(Ul' '" UN, t) 

= k
2

TP. L L f' H(/')p(uf,··· u/r, 1')urwz(U', I') 
I (cr' J -co 

X p(U:, ... u!. lUI, ... UN, t - t') dt'. (102) 

~(F[Ul(t), ... UN(t)]) 

= tTaC1 - 'Y) f", ~ (uz(t')F[Ul(t), ... UN(t)]),. 

X H(t') dt'. (104) 

If the function F is taken to be the magnetization, 
we find that it obeys the relation 

~(M(t» = (M(t» 

= k~ a(l - 'Y) f", (M(t')M(t»TH(t') dt'. (105) 

Since the equilibrium state is stationary, the thermal 
average in the integrand can only depend on t - t'. 
Hence for the case of a harmonic field H(t) 
Hoe- i

.", we find 

x(w) = k~ a(l - 'Y) lo'" (M(O)M(t»~i'" dt. (106) 

The foregoing relations are rather similar in 
structure to the complex forms of the fiuctuation­
dissipation theorems of statistical mechanics, and 
furnish us with similar information. They differ 
from those relations, however, in two respects 
illustrated by comparing (97) and (106). The former 
equation relates the imaginary part of the suscepti­
bility to the transform of the correlation function; 
while the latter relates the real part to it with a 
different proportionality constant. Although both 
types of relation hold true for the model at hand, 
it is interesting to see how the difference between 
them arises. For this purpose let us consider the 
stochastic function 

L(t) = -2p. L u",(t)w ... (u"., t). (107) 
". 

To evaluate the change induced by the magnetic The expectation value of L is the time derivative 
field in the expectation value of any function of the of the average magnetization. To see this, we use 
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(28) to write 

d d 
{L(t» = JJ. ~ dt qm(t) = dt {M(t». (108) 

The function L(t) itself, however, is not the time 
derivative of M(t). If it were, the substitution of 
M (t) for it in (103) would lead to precisely the 
relations furnished by discussions based on the 
Liouville equation. The relations we find instead 
are evidently quite similar in content. 

ALTERNATIVE METHOD AND GENERALIZATION 

It may be of interest to mention briefly another 
way of studying Markoff processes, one rather dif­
ferent from the preceding discussion. The 2N values 
of the probability function P«(J'I, ••• (J'N, t) may be 
regarded as the components of a vector p. Then by 
suitably defining the elements of a matrix M, we 
may write the master equation (27) in the form 

(djdt)p = Mp, (109) 

which suggests that p is a superposition of eigen­
vectors p (a) which satisfy 

(110) 

One eigenvector, at least, is quite well-known to us. 
The probability distribution for the Ising model at 
equilibrium, the normalized Maxwell-Boltzmann dis­
tribution, corresponds to the eigenvalue v = O. It is 

P(O)«(J'I, ••• (J'N) = Z-l exp [(J jkT) E (J'I(J'I+I], (111) 
I 

where Z, the normalizing factor, is the partition 
function. 

Other eigenvectors may be sought by multi­
plying p (0) by sums of products of spin variables 
with undetermined coefficients. For example, if we 
write 

we find that the condition that this form satisfy 
(109) is that the functions ai(t) satisfy the same 
sequence of equations (30) as we discussed earlier 
in connection with qi(t). The mode functions r::, 
where r m is given by (46) therefore furnish us with 
N different eigenvectors corresponding to roots I'm 

given by (47). 
The eigenvectors which are constructed by multi­

plying p (0) by higher-order polynomials in (J'l, ••• (J'N, 

are somewhat more complicated in form, and will 
be discussed in a later publication. The eigenvalues 

to which they correspond are fairly simple, however. 
The eigenvectors which are formed from the products 
of rth degree polynomials with p(O) have eigen­
values 

11 = I'm, + I'm, + .,. + I'm., (113) 

where the I'mj are given by (47), and the set of inte­
gers mI , ••• mT is selected from 0, 1 .,. N - 1 
with no repetitions. The number of such eigenvalues 

is given by the binomial coefficient (~) . The full 

set of 2N eigenvalues is obtained by allowing r to 
range from 0 to N. 

In particular, the largest eigenvalue is obtained 
for r = N and is v = N. The eigenvector for this 
case is simply proportional to 

N 

p(N)«(J'I, ••• (J'N, t) = II (J'je- Na ,. (114) 
i-I 

All of the foregoing discussion has been restricted 
to the case of nearest-neighbor coupling among spins 
in order to make contact with the familiar studies 
of the Ising model. The coupling may be extended 
to include the first n nearest neighbors by intro­
ducing the transition probability 

wj«(J';) = ! J 1 - !(J'j t 'YI«(J'j-l + (J'j+I)}, (115) ~ 1-1 

where LI 11'11 ::; 1. The methods of the preceding 
sections deal equally with the equations which follow 
from this more general type of coupling. The only 
significant change is that the quadratic equation, 
(55), for the short-range order is replaced by an 
equation of 2nth degree which has n roots 711, ••• 71" 

with absolute value less than unity. The equilibrium 
solution for the average spins, when the zeroth spin 
is fixed, is then an expression of the form 

.. 
qk = E C;71~, (116) 

i-I 

where the coefficients Cj must be determined from the 
condition qo = 1 and the equations for qI, '" qn-l. 
These spin averages then determine the equilibrium 
spin correlations rj.k in precisely the way described 
earlier. 
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APPENDIX 

We have already noted that other forms of the 
transition probability than (9) are capable of bring­
ing the stochastic model to the same equilibrium 
state as the Ising model. The condition that such a 
transition probability Wj(CTj) must satisfy is that the 
ratio Wj(CT;)/Wj( -CTj) be equal to the equilibrium 
probability ratio (12). If we assume that Wj(CTj) 

depends symmetrically on the two neighboring spins 
CTj_l and CTj+1 as well as on CTj, then the condition 
just mentioned may be regarded as a functional 
equation for the transition probability. Its most 

general solution is given by the form 

Wj(CTj) = !a {I + ~CTj-1CT;+1 
- h(1 + ~)CTj(CTj_l + CTj+1)}, (117) 

in the absence of any magnetic field. In this form 
the parameter 'Y must still be identified with the 
constant (17), but the parameter ~ has no analog 
in the discussions of the Ising model at equilibrium, 
and may evidently be chosen arbitrarily. It was 
assumed to vanish in our discussions of the time­
dependent model since its presence materially com­
plicates the equations for the spin expectation values. 
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In this paper we rederive, by simpler methods, the Onsager-Kaufman formulas for the correlations 
and the Onsager formula for the spontaneous magnetization of the rectangular two-dimensional 
Ising lattice. The Pfaffian approach is used to derive the correlations in terms of Pfaffians, and for 
the correlations in a row a single Toeplitz determinant is obtained which is proved equivalent to the 
Onsager-Kaufman result. The spontaneous magnetization is obtained as the limiting value of an 
infinite Toeplitz determinant and its evaluation is facilitated by use of the generalization of a result 
first published by Szego. 

I N the days of Kepler and Galileo it was fashion­
able to announce a new scientific result through 

the circulation of a cryptogram which gave the 
author priority and his colleagues headaches. Onsager 
is one of the few moderns who operates in this 
tradition. 

This paper concerns, among other things, the 
Onsager formula 1 

(0) 

with 

k = [sinh (2J1/kT) sinh (2J2 /kT)rl, 

for the spontaneous magnetization of a two-dimen­
sional Ising ferromagnet. This famous Onsager 
cryptogram required four years for its decipherment. 
It was first exposed to the public on 23 August 1948 
on a blackboard at Cornell University on the oc­
casion of a conference on phase transitions. Lazlo 
Tisza had just presented a paper on the General 
Theory of Phase Transitions. Gregory Wannier 
opened the discussion with a question concerning 
the compatability of the theory with some properties 
of the Ising mode1.2 Onsager continued this discussion 
and then remarked that-incidentally the formula 
for the spontaneous magnetization of the two­
dimensional model is just that given by (0). To 
tease a wider audience, the formula was again 
exhibited during the discussion which followed a 
paper by Rushbrooke at the first postwar IUPAP 

* Part of this work was done while two of the authors 
(Elliott W. Montroll and John C. Ward) were visitors at 
the Brookhaven National Laboratories. 

t On leave from the University of Adelaide, South Australia. 
1 L. Onsager, Nuovo Cimento, Supp!. 6, 261 (1949). 
I Onsager's celebrated derivation of the partition function 

of the two-dimensional model is in Phys. Rev. 65, 117 (1944). 

statistical mechanics meeting in Florence in 1948; 
it finally appeared in print as a discussion remark 
in reference (1). However, Onsager never published 
his derivation. The puzzle was finally solved by 
C. N. Yang3 and its solution published in 1952. 

Yang's analysis is very complicated. While many 
derivations of Onsager's thermodynamic formulas 
exist and are often presented in statistical mechanics 
courses, no new derivation of (0) appears in the 
literature nor is it considered to be appropriate as 
a classroom exercise. 

In the main part of this paper we use the Pfaffian 
approach to derive the results of Kaufman and 
Onsager4 and of Potts and Ward5 on Ising spin 
correlations; we also show the equivalence of the 
apparently different formulas obtained in these two 
papers. This paper is essentially a continuation of 
the preceding one by P. Kasteleyn 6 on the Pfaffian 
approach to the dimer and Ising problems where 
it is shown that various combinatorial problems of 
the Kac and Ward7 formulation of the Ising problem 
are avoided in the use of Pfaffians. The connection 
between the Ising problem and Pfaffians (and the 
"bathroom tile" lattice) was first noticed by Hurst 
and Green.s

.
g A rather detailed exposition of the 

Kasteleyn work is included in a survey of "Lattice 

3 C. N. Yang, Phys. Rev. 85, 808 (1952). See also C. H. 
Chang, Phys. Rev. 88, 1422 (1952), where the result for 
the rectangular lattice (different vertical and horizontal 
interactions) is obtained. 

'B. Kaufman and L. Onsager, Phys. Rev. 76,1244 (1949). 
6 R. B. Potts and J. C. Ward, Progr. Theoret. Phys. 

(Kyoto) 13, 38 (1955). 
8 P. W. Kasteleyn, J. Math. Phys. 4, 287 1963. 
7 M. Kac and J. C. Ward, Phys. Rev. 88, 1332 (1952). 
8 C. A. Hurst and H. S. Green, J. Chern. Phys. 33, 1059 

(1960). 
9 See also A. M. Dykhne and Yu B. Rumer, Soviet 

Phys-Usp. (English trans!.) 75, 698 (1962). 
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Statistics" which has been prepared by one of the 
authors.10 

We also present the details of a decipherment of 
the Onsager cryptogram (0) using a theorem on the 
evaluation of the determinant of a certain class of 
Toeplitz matrices. Evidentally, this is one of the 
methods used by Onsager himself. Mark Kac alerted 
the authors to a limit formula for the calculation of 
large Toeplitz determinants which happen to be of 
a type which appear naturally in the theory of 
spin correlations of a two-dimensional Ising lattice. 
This formula was first discussed by Szego.ll Perusal 
of the Szego paper shows that the problem was 
proposed to Szego by the Yale mathematician S. 
Kakutani who apparently heard of it from Onsager. 
So, we wish to complete the circle from Onsager to 
Kakutani to Szego to Kac to us and now back to 
Onsager in this Onsager anniversary issue of the 
Journal of Mathematical Physics. Incidentally, 
Onsager promised the editor of this journal a manu­
script on Toeplitz matrices for its inaugural issue. 
It has not yet arrived but we know it will be worth 
waiting for. 

1. THE PARTITION FUNCTION 

The partition function of a two-dimensional 
rectangular Ising lattice of N spins is given by12 

Z = L II exp (K1u a ,flU a,fJ+l + K 2u a ,flUa+l,fJ) , (1) 
",-*1 D.D. 

where Ua.fJ = ±1 signifies the state of the spin at 
lattice site (a, (3), ±kTKI is the energy of inter­
action between horizontal pairs of neighboring spins, 
and ±kTK2 that between vertical pairs [see Fig. 
l(a)]. The product is taken over all nearest-neighbor 
pairs and the summation over all N spins. If one 
defines 

ZI = tanh K 1 , (2) 
----

10 E. W. Montroll, "Lattice Statistics," to appear as a 
chapter in a book entitled Applied Combinatorial Mathe­
matics, edited by E. F. Beckenbach. 

11 G. Szego, "On Certain Hermitian forms associated with 
the Fourier series of a positive function," Communications 
du seminaire mathematique de l'universiM de Lund, tome 
supplementaire (1952) dedie a Marcel Riesz p. 228-238. 
See also V. Grenander and G. Szego, Toeplit2 Fo1'1'TlS and 
their Applications (University of California Press, Berkeley, 
California, 1958), as well as M. Kac, Duke Math. J. 21 (1954). 

12 In general, the notation of this paper will follow that 
of the review article by Newell and Montroll.13 The variables 
Kl and KI are chosen instead of K and K' to avoid an in­
consistency in the use of this notation in the review article 
and in Kaufman's paper.14 To compare our results with 
Kaufman and Onsager's4 it is necessary to take Kl = H' and 
K2 = H, and to compare with the results of Potts and Ward, & 

take Kl = H2 and K2 = HI. 
18 G. F. Newell and E. W. Montroll, Rev. Mod. Phys. 25, 

353 (1953). 
14 B. Kaufman, Phys. Rev. 76, 1232 (1949). 

a+I.f3 

K2 

K. K. 
a.f3-1 a.p a.f3tl 

K: 

a-I.f3 

(a) (b) 

FIG. 1. The rectangular Ising lattice. (a) A typical site 
(a, (J) and its neighbors; the spin at (a, (J) interacts with 
the spins at the nearest neighbor sites a ± 1, {J a.nd a, (J ± 1. 
(b) By giving structure to the lattice sites, the ''bathroom 
tile" lattice is obtained. The arrows give a possible set of 
directions which force a correct counting of polygons on 
the lattice. 

then the partition function may be written 

Z = (cosh Kl cosh K2t L II (1 +ZIUa,fjO'II,fJ+l) 

X (1 + Z2U II ,flU a+i,fJ)' (3) 

As shown by Kasteleyn,6 this partition function 
can be evaluated by constructing a Pfaffian peA) 
which counts dimer configurations on the "bathroom 
tile" lattice obtained from the rectangular lattice by 
giving structure to the corners as illustrated in 
Fig. l(b). The value of the Pfaffian is calculated 
from the property that its square is the determinant 
of a skew-symmetric matrix A so that 

The 4N X 4N matrix A has the usual doubly cyclic 
structure reflecting the symmetry of the rectangular 
lattice and its nonvanishing elements are 4 X 4 
matrices with the explicit values 

R L U D 

R 0 1 -1 -1 

A(a, (3; a, (3) 
L -1 0 1 -1 

(5) , 
U 1 -1 0 1 

D 1 1 -1 0 

0 ZI 0 0 

A(a, (3; a, (3 + 1) 0 0 0 0 
, (6) 

0 0 0 0 

0 0 0 0 
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0 0 0 0 

A(OI, (3 + 1; 01, (3) = -ZI 0 0 0 , (7) 
0 0 0 0 

0 0 0 0 

0 0 0 0 

A(a, (3; 01 + 1, (3) = 0 0 0 0 
, (8) 

0 0 0 Z2 

0 0 0 0 

0 0 0 0 

A(OI + 1, (3; 01, (3) = 
0 0 0 0 

. (9) 
0 0 0 0 

0 0 -Z2 0 

The arrow directions in Fig. l(b), which are chosen 
to force a correct counting of the dimer configura­
tions, enable one to write down these 4 X 4 matrices 
by inspection; it is only necessary to remember to 
use positive signs when a bond from a Right, Left, 
Up, or Down comer to another comer is in the 
direction of the arrowhead and negative signs other­
wise. The value of IAI is easily determined from the 
determinant of 

for the partition function of the rectangular Ising 
lattice. 

2. CORRELATION FUNCTIONS 

The two spin correlation functions for a pair 
of spins located at sites (1, 1) and (1 + l, 1 + m) 
is defined to be 

Since boundary effects can be neglected for an infinite 
lattice, the correlations depend only on the relative 
separation of the spins and (CTI"",'UI'+I,"'+") = 
(UI,IUI+I.I+".)' The extra factor in (14) is advan­
tageously written as 

.. 1 

= II (UI,,,'Ul,I+"') II (UI' ,1+ .. Ul+I' .1+ .. ), (15) 
m'-l l'-l 

a consequence of u2 
= 1, which also implies identi­

ties16 such as 

+ A(O, 0; 1, O)e i 4>. + A(O, 0; -1, O)e-'4>, u",.8CT",.8+1(1 + ZICT .. ,.8CT ... .8+1) 

+ A(O, OJ 0, l)ei</l' + A(O, OJ 0, _1)e-i
4>. = zl(1 + ZlIU"',.8U", . .8+1)' (16) 

0 1 +Zle·</I· -1 -1 

-1 - Zle-·</I· 0 1 -1 

1 -1 0 1 +Z~i</l, 

1 1 -1-z#-i</l. 0 
(10) 

In fact, for large N, 

In IAI "J (2~2 Ii: In IA(cf>I, cf>2)1 dcf>1 dcf>2, (11) 

where 

IA(cf>I' cf>2) I = tl(cf>I, cf>2) = (1 + z~)(1 + z~) 
- 2z2(1 - z~) cos cf>1 - 2Z1 (1 - z~) cos cf>2' (12) 

In view of Eq. (2), these equations immediately 
lead to Onsager's celebrated formula2 

N-1 In Z ,....." In 2 + (2;)2 fI:}n (cosh 2Kl cosh 2K2 

- sinh 2Kl cos cf>2 

- sinh 2K2 cos cf>1) dcf>1 dcf>2 (13) 

Equation (14) can then be written 

(cosh Kl cosh K2)N E IT (1 + ZlIU1, .. ,Ul,I+".') 
cr •• l m ' _l 

1 

X II (1 + Z;IUI"I+"Ul+1'.I+ .. ) 
fl-l 

x II' (1 + ZI CT a,/lCTa . .8+l)(1 + Z2Ua./lUa +I,/I) , (17) 
n.n. 

where II~.n. is the product over all nearest-neighbor 
pairs not included in the first two products. The 

16 The importance of these identities in the simplification 
of the Potts and Ward analysis of correlations has been 
observed independently by H. S. Green. While this paper 
was being prepared, we received a copy of a manuscript by 
H. S. Green and C. A. Hurst on the same subject. Although 
their treatment of correlation is similar to ours they have not 
taken advantage of the theorems on Toeplitz forms which 
are so helpful in spontaneous magnetization calculations. 
Their paper is to be published in a Max Born Festschrift 
issue of Z. Physik. 



                                                                                                                                    

TWO-DIMENSION AL ISING MODEL 311 

right-hand side of (17) is now precisely the expression 
(3) for the partition function Z, except that ZI is 
replaced by Z~1 for all factors corresponding to the 
horizontal pairs between (1, 1) and (1, 1 + m) 
and Z2 by Z;1 for vertical pairs between (1, 1 + m) 
and (1 + l, 1 + m). The correlations can therefore 
be evaluated by constructing a skew-symmetric 
matrix A + 0 and using (4) to give 

IAI z~2mz;21«11'1(11+1'1+"Y = IA + 01, (18) 

or 

(19) 

All elements of the skew-symmetric matrix 0 are 
zero except those at which ZI or Z2 are replaced by 
Z;-1 or Z;I, and there are in all 2l + 2m nonzero 
elements with values ±(Z~l - Zl) and ±(Z;l - Z2)' 

Since most of the 4N X 4N elements of 0 are zeros, 
(19) can be much simplified. 

To illustrate this simplification, suppose that the 
only nonzero elements of 0 are 012 and 021, so that 
(ai! representing an element of A-I) 

Then, 

1+ A-10 = 1+ 

X 

a -;~ 021 

a;~021 

-1 all 
-1 a12 

-1 
a13 

-1 
a21 

-1 
a22 

-1 a 23 
-1 

a31 
-1 

a32 -1 
a33 

o 
o 

000 

II + A- 1 01 = 11 + a~i021 a~:012 I 
a;~o21 1 + a;~o12 

o 

1 

1 

= 1[1 OJ + [a~: a~~J[O o012JI 
o 1 a21 a-;~ 021 

= II + Qyl, (20) 

where y is the submatrix of 0 obtained by taking 

only those rows and columns which contain nonzero 
elements and Q is the submatrix of A-I obtained by 
taking these same rows and columns. It is important 
to note that on the left-hand side of (20), I refers 
to the unit matrix of order 4N; while on the right­
hand side it refers to the unit matrix of order 2. 
This should not cause confusion, of course, as I 
must be of the same order as the matrix to which 
it is added. 

Returning to a consideration of Eq. (19), we can 
now replace it by 

(21) 

where y is the skew-symmetric matrix of order 
2l + 2m which is the submatrix obtained from 0 
by choosing only those rows and columns in which 
nonzero elements appear, and Q is the skew-sym­
metric matrix of order 2l + 2m which is the sub­
matrix of A-I formed with these same rows and 
columns. 

If now we write 

II + Qyl = Iy-l + Q I Iyl (22) 

and observe that since y is skew symmetric, as is 
y-l and hence y-l + Q, we can write 

II + Qyl = [P(y-l + Q)P(y)t, (23) 

and hence 

(24) 

The appropriate sign is chosen to make the cor-
relation positive. . 

In general, of course, it is easiest to calculate the 
Pfaffians as the square roots of the determinants 
of the skew-symmetric matrices; but it will be seen 
that P(y) is simple to determine as is P(y-l + Q) 
when either l or m is zero. Before proceeding to an 
illustrative example we shall determine A-I as re­
quired for the evaluation of Q. 

3. THE INVERSE MATRIX 

Because of the simple structure of A, its inverse 
can be easily obtained as 

A- 1 ( , (3" (3) __ 1_ 
a, , a, - (211')2 

X 11: ei«a'-a)4>'+(~'-m'·JA-l(rP1' rP2) cUpl cUp2, (25) 

where A -1(rP1, rP2) is the inverse of the matrix 
A(rP1, rP2) given by 
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R L U D 

R 2iz2 sin tPl b + b* - abb* 2 - ab* 2 - ab 

A -1~ ) 1 L 
tPl, tP2 = f:.(tPI, tP2) U 

-b* - b + a*b*b -2~sintPl -2 + a*b* 2 - a*b 
, (26) 

-2 + a*b 2 - ab -2izl sin tP2 a + a* - aa*b 

D -2 + a*b* -2 + ab* -a* - a + a*ab* 2izl sin tP2 

with 

b + b* - abb* = 1 - z; - zlei4>'Cl + z~ + 2zz cos tPl), 

and 

(27) 

- 2z2(1 - z;) cos tPl - 2Z1 (1 - z;) cos tP2' 

It will be seen that A-I (a', (3'; a, (3) is a function of 
the differences a - a' and {3 - {3' and we shall find 
it convenient to introduce the abbreviated notation 

A-1(a',{3';a,,B)RR = [a - a',{3 - (3']RR (28) 

and so on. Because f:.(tPl, tP2) is an even function of 
tPl and tP2, 

[0, {3]RR = [O,,B]LL = [a,O]uu = [a,O]oo = o. (29) 

To prove these relations we can show, for example, 
that 

Also, since b + b* - abb* = - (-b* - b + a*b*b)*, 

[0, ,B]RL = - [0, -,BJLR 

RL element of &(1, 1; 1, 2) = Z;1 - ZI, 

LR element of &(1, 2; 1, 1) = - (Z;l - Zl)' 

From & we now form the submatrix y, using only 
the rows and columns of & which contain nonzero 
elements, obtaining the skew-symmetric matrix 

(l,I)R 

y = (1, 1)R [ 0 

(I,2)L _(Z;I - Zl) 

= (Z;1 - Zl)[ 0 IJ. 
-1 0 

(31) 

The 2 X 2 matrix Q obtained from A-I by omitting 
all rows and columns except those labeled (1, l)R 
and (1, 2)L is 

Q = [ [0, OJRR [0, l1RLJ, 

[0, -l]LR [0, O]LL 
(32) 

which, by use of (29) and (30), reduces to the skew­
symmetric form 

Q = [ 0 [0, Ol]RLJ. 
- [0, IJRL 

(33) 

To obtain the correlation 

and similarly (0'1.10'1.2) = ±ZIP(y-l + Q)P(y) (34) 

[a,O]uo = - [-a, O]DU, (30) as given by (24), we require the Pfaffian of yand 

and other such identities. The matrix elements can the Pfaffian of 
be expressed in terms of complete elliptic integrals y-l + Q 
by using the F functions discussed in Appendix A. 

4. THE CORRELATION (0"1.10"1.') 

We are ready to begin calculation of the correla­
tion functions and by way of illustration we shall 
carry through the computation of (0'1.10'1.2) in detail. 
In this case one can write down the nonzero ele­
ments of & from inspection of Fig. 2 and the matrices 
(6) and (7): 

1,1 %1 1.2 
o Q 

(0) 

FIG. 2. The altered bond used in calculating (0"1.10"1.2): (a) on 
the Ising lattice, and (b) on the "bathroom tile" lattice. 

[ 
0 -CZ;l_ZI)-OI+[O, l 1RLJ. 

= (Z;l_Zl)-l- [0, lhlL 
(35) 

Since the Pfaffian16 is the square root of the de­
terminant of the associated antisymmetric matrix 

a.nd 
(36) 

18 There is more than one rule for evaluating Pfaffians. 
Perhaps the mathematical physicist should prefer that 
suggested by Thomson and Tait in their Treatise on Natural 
Philo80phy (Cambridge University Press, Cambridge, Eng­
land, (1879). In the 1962 Dover republication under the title 
Principle8 of Mechanics and Dynamics, the rule appears on 
p. 394 of Part I. See also E. Caianello, Nuovo Cimento, 
Suppl. 14, 177 (1959). 
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(37) = ± {ZI - (1 - zi)[o, I]RL}' (38) 

Substitution into (34) gives If now we introduce the double-integral expression 
for the inverse matrix element [0, I]RL, this formula 

(0"1.10"1.2) = ±ZI(Z~I_ZI){-(Z~1 -ZI)-1 + [0, I]Rd becomes 

1 11 '" e-i</>' [1 Z2 z ei </>'(1 + Z2 + 2z cos,/,.)] ) __ _ (1 _ 2) - 2 - 1 2 2 '1'1 dcp dcp 
(0"1.10"1.2 = ±(2'1I/ -T ZI ZI (1 + z~)(l + z;) - 2z2(1 - zD cos CPl - 2z1(1 - zi) cos ¢2 1 2 

where 0*(00) is the function introduced by Onsager.2 
It can be expressed in terms of ZI and 

as 

(ZIZ~'" - l)(zle'" - z~) 

(e'''' - Zlz~)(z~e'" - ZI) 
(42) 

The positive sign is chosen in (40) since it is known 
that as T ~ 0, 0* ~ 0 and (0"1.10"1.2) ~ 1. 

The explicit evaluation of (39) can be carried 
out as shown in Appendix A, since in the notation 
used there, 

(0"1.10"1.2) = 2z1(1 + z;)Fo.o 

- zi(l - z;}FO•1 - (1 - z;)Fo.-t. (43) 

For the special case when ZI = Z2, the following 
results, in agreement with those of Kaufman and 
Onsager,14 are obtained: 

_ l{!....=..! I} (0"1.10"1,2) - (1 + k) 7r K(k) + 2" 

R 
(1, 1) (1,2) 

Rj 
(1, 1) 0 0 

(1,2) 0 0 

y = (Z~1 - ZI)' 
(1, m) 0 0 I (1,2) 

-1 0 

L (1,3) 0 -1 

(1,1+ m) 0 0 

(39) 

(40) 

for T < Te 

= e t ky{k ~ 1 K(k) + !}, 
(44) 

for T > T e , 

where 
k = {1/Sinh2 (2K) if T < Te 

sinh2 (2K) if T > T e • 

In these formulas, K(k) is the elliptic integral of 
the first kind. 

5. THE CORRELATION (0'1,10'1,1+,,) 

The above analysis can be easily generalized to 
obtain the correlation (0"1,10"1,1+,,) for any two spins 
in the same row. The nonzero elements of 0 are 
obtained from an inspection of Fig. 3 and the 
matrices (6), (7): 

RL element of 0(1, m'; 1, 1 + m') = Z~1 - ZI, 

LR element of &(1, 1 + m'; 1, m') = - (z~t - ZI), 

m' = 1, 2, ... , m. 

The 2m X 2m skew-symmetric matrix y is therefore 
given by 

L 
(1, m) (1,2) (1, 3) (1,1 + m) 

0 1 0 0 

0 0 1 0 

0 0 0 0 
(45) 

0 0 0 0 

0 0 0 0 

-1 0 0 0 
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1.~!I __ i-,-: _1 .... 2~'\ I.m' z: 'oTt' '\ 
tal 

(bl 

FIG. 3. The altered bonds used in calculating (O"I,IO"I,I+m): (a) on 
the Ising lattice; and (b) on the "bathroom tile" lattice. 

[0, I]RL [0,2]RL 

[O,O]RL [0, l]RL 
S= [0, -l]RL [O,O]RL 

[0,2 - mhu [0,3 - m]RL 

To obtain the correlation 

(0'1,10'1,1+",) = ±Z";P(y-1 + Q)P(y) 

as given by (24), we require 

P(y) = (Z~1 - ZI)"', 

and 

p(y-l + Q) = 1_(z~1 - zl)-11 + SI. 

In deriving (51), we have obtained from (46), 

-1 _ ( -1 _ )_1[0 -IJ y-Zl ZI . 
I 0 

Substitution into (49) gives the result 

(0'1,10"1,1+",) = ± IzJ - (1 - zDSI· 
By defining 

ao = ZI - (1 - zD[O, I]RL' 

ar = -(1 - z~)[O, 1 + r]RL, 

a- r = -(1 - zi)[O, 1 - r]RL 

r = 1,2, ... , m - 1, 

(49) 

(50) 

(51) 

(52) 

(53) 

(54) 

(55) 

the correlation can be written as the Toeplitz 
determinant 

ao a l a2 

a_I ao a1 

«(11.10'"1.1+,",) = a_2 a_I ao 

or 
y = (Z~I - Zl{_: ~] (46) 

in obvious generalization of (31). The 2m X 2m 
matrix Q obtained from A-I by omitting all rows 
and columns except those in y is 

Q = [ 0 S], (47) 
-S 0 

where S is the m X m matrix 

[0, 3]RL [0, m]RL 

[0,2]RL [0, m - I]RL 

[0, l]RL [0, m - 2]RL (48) 

[0,4- m]RL [0, l]RL 

where the plus sign is chosen to render the correla­
tion positive. The value of ao in terms of the function 
b*(w) has been found in (40) and, by an integration 
similar to that performed, there are obtained 

(57) 

so that the ar are the coefficients in a series ex­
pansion of eii •• 

The form (56) for the correlation is the same as 
that obtained by Potts and Ward;6 yet in the 
Kaufman-Onsager4 result, two Toeplitz determi­
nants appear. The identification of these two appar­
ently different results is carried out in Appendix B. 

6. THE CORRELATION (0"1.10"2,2) 

Before calculating the general correlation function 
we shall sketch the derivation of the correlation 
(0"1,10"2,2)' Inspection of Fig. 4 assists one in writing 
down the nonzero elements of 0 as 

RL element of 0(1, 1; 1, 2) = Z~1 - ZI, 

LR element of 0(1,2; 1, 1) = _(Z~1 - ZI), 
UD element of 0(1, 2; 2, 2) = Z;I - Z2, 
DU element of 0(2, 2; 1, 2) = - (Z;1 - Z2)' 

J
'2 

:q 
-J 

II Z I , 

(0) (b) 

a_m+l a- m +2 a-m +3 a(056) FIG. 4. ~he altered bonds used in calculating (0"1,10"2.2): (a) on 
the ISing lattice, and (b) on the "bathroom tile" lattice. 
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The matrix y is, therefore, and 

0 [0, l)RL [0, l)Ru [1, l)RD 
(l,l)R (1,2)L (1,2)U (2,2)D 

Q= 
- [0, l)RL 0 [O,O)LU [l,O)LD 

(l,l)R 0 -1 0 0 ZI -ZI 
- [0, l)Ru -[O,Ohu 0 [1, O]UD 

(1,2)L _(Z~I_ZI) 0 0 0 
-[l,l]RD y= - [1, OJLD - [1, OJuD 0 

(1,2)U 0 0 0 -1 
(59) Zz -Z2 

(2,2)D 0 0 _(Z;I_Z2) 0 Since P(y) = (Z~1 - ZI) (Z;1 - Z2) (60) 

(58) and 

0 _(Z~1 - ZItI 0 0 

y-l = 
(Z~1 - ZI)-1 0 0 0 

(61) 
0 0 0 _(Z;1 - zztl 

0 0 (Z;1 - ZZ)-1 0 

substitution into (24) gives 

(0"1,10"2,2) = (1 - zD{l - z~) X 1_(Z~1 - ZIti + [0, 1JRL [O,lJRu 

[O,Ohu 

[1, 1JRD 

[l,O)LD, (62) 

the last factor on the right-hand side being the 
symbol for the Pfaflian p(y-l + Q). We shall not 
evaluate this explicitly but proceed to the general 
correlation. 

7. THE CORRELATION (Ul,IUl+/,l+ ... ) 

In the general case, the nonzero elements of I) are: 

RL element of 0(1, m'; 1 + m') = Z;1 - ZI, 

LR element of 0(1,1 + m'; 1, m) = _(Z~1 - ZI), 

UD element of o(l', 1 + m; 1 + l', 1 + m) 
Z;1 - Z2, 

DU element of 0(1 + l', 1 + m; l', 1 + m) 
_(Z;l - Z2), 

where m' = 1, 2, .. , , m and l' = 1, 2, ... , 1 
[see Fig. 5]. 

The matrix y is obtained by choosing from 0 the 
2l + 2m rows and columns ordered as 

(1, l)R, (1, 2)R, ... ,(1, m)R, 

then 

(1, 2)L, (1, 3)L, ... , (1, 1 + m)L, 

then 

(1,1 + m)U, (2, 1 + m)U, ... , Cl, 1 + m)U, 

_(Z;1 - Z2)-1 + [1, OJUD 

and finally 

(2,1 + m)D, (3, 1 + m)D, ... , (1 + l, 1 + m)D. 

In generalization of (58), (60), and (61), 

1+.lJ+m 

1,1 

(b) 

FIG. 5. The ~tered ~onds UBed in calculationg (0'1,10'1+/,1+",): 
(a) on the Ismg lattIce, and (b) the "bathroom tile" lattice. 
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R L U D 

R 0 (Z~I - zl)l", 0 0 

L - (Z~I - zl)l", 0 0 0 
Y= (63) 

U 0 0 0 (Z;I - z2)11 , 

D 0 0 -(Z;I - z2)11 0 

(64) 

and 

0 -(Z~I - ZI)-II", 0 0 

y-I = 
( -I )-11 ZI - ZI '" 0 

0 0 

0 0 

The correlation is therefore given by 

(0"1.10"1+1.1+ .. ) = ±(1 - z~)"'(l - Z~)lp(y-1 + Q). (66) 

Ai; the matrix Q is quite complicated in the general 
case, we shall not proceed further with this calcula­
tion except to make one remark. It is not necessary 
to go from 1, 1 to 1 + l, 1 + m along the horizontal 
line and then the vertical line; any other path con­
necting the two sites may be chosen. In certain 
cases other paths may give a simpler matrix y-I + Q 
whose Pfaffian has to be determined. For example, 
for calculating (0"1.10"1+1.1+1) it is convenient to pro­
ceed from site (1, 1) to (1, 2) than to (2, 2), (2, 3), 
(3, 3) and so on in a staircase fashion. 

8. SPONTANEOUS MAGNETIZATION 

0 0 
(65) 

0 -(Z;I - Z2)-111 

( -I til Z2 -Z2 I 0 

where 

1 1'-G(f) = exp 211" _.- In f(w) dw, (69) 

and 
., 

In f(w) = L: k,i"w. (70) 
n--c:o 

In the present problem, f(w) = eia• and hence 

1 1'-G(f) = exp - io* dw = 1, 
211" _.-

(71) 

0* being an odd function of w. 
To determine k" we require the Fourier expansion 

of 

. 1 (zlz~ei" - l)(zle
iW - z~) 

The spontaneous magnetization of the Ising model In f(w) = ~o*(w) = :2 In ( i., *)( * i.. )' (72) 
can be obtained from the formula e - ZIZ 2 Z2e - ZI 

and the representation of the correlation function 
as the Toeplitz determinant given by (56). The 
method we use is that alluded to in the footnote in 
the Potts-Ward paper.6 It is known from the 
theory of these determinantsll that if D",(f) is the 
determinant of a Toeplitz matrixl7 whose elements 
are the coefficients in the Laurent expansion of a 
function f(w) then 

~~ G~j)~1 = exp ( t nk"k_") , (68) 
----

17 Actually Eq. (68) has not appeared in the literature. 
The work of Szegoll is restricted to the case of Hermitian 
Toeplitz forms so that the k,Je" of (68) appears as k..k,,* 
in his paper. However, the methods discussed in the Kac 
article can be applied immediately in the general case to 
derive (68). 

where we use the formula (42). Different expansions 
are required depending on whether the temperature 
is less than or greater than the critical temperature 
since 

Z~ < ZI < 1 for T < T e , (73) 

and 

Zl < z~ < 1 for T > Te. (74) 

For temperatures below the critical temperature 

(1 - zIZ~i")(l _ z~ e- iW) 
1 ZI 

In f(w) = - In (* ) 
2 (1 - zlz~e-i") 1 - :: ei ., 

1[ . (z~.) =:2 In (1 - zlz~e''') + In 1 - ZI e-'" 
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Hence 

and 

- In (1 - zlz~e-i"') - In (1 - ZZ: e''') J 
= -2

1 f 1. [- (zlz~r + (zVzltjeift'" n-I n 

(75) 

f nknk_n = -4
1 f 1. [-(ZVZI)2n + 2z:2n - (zlzW"l 

1 1 n 

_ 1. 1 [1 - (zVzI)2][1 - (zlzWl 
- 4 n [1 _ Z:2]2 

1 [ (1 - Z~)2Z:2J 
= "4 In 1 - (1 _ Z:2)2Z~ . 

Substitution into (68) gives 

1· D",(f) l' ( ) 
1m G(f)"'+1 = 1m 0"1.10"1.1+", 

'"' ~Q) tn--+co 

since 

Hence 

and 

'" '" 1 ( -1)" [~I)n nJ L: nknk_n = L: - - + -- * + (ZIZ~) 
lin n 2 

= -00, 

as L: (lin) is divergent. Hence 

lim (0"1.10"1.1+",) = 0 for T > T., (80) 

and 

M = 0 T> Te. (81) 
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and finally, for the spontaneous magnetization below 
the critical temperature, 

M = [1 - (1 - z~?(l - Z;)2J' (77) 
16z~z; 

[1 - (sinh 2KI sinh 2K2f2]', T < Te , (78), (0) 

the Onsager cryptogram (0). Our circle is now closed. 
However, for completeness we must show that M = 0 
for T > Te. Now ZI < z~ < 1 and hence, from (72), 

1 (1 - zlz~ei"')[1 - (zl/z~)ei"'l 
In few) = 2- In i2"(1 * -i",) [1 (/ *) -i"'j e - ZIZ 2e - Zl Z 2 e 

= ~ [In (1 - ZIZ'te
i
"') + In (1 - :i e'''') 

I (1 * -I,,) 1 (1 ZI -i"')J . - n - ZIZ ~ - n - z~ e - tw, 

where the w in the last term -iw is the sawtooth 
function of period 211". Then 

In few) = ~ ~ ~ [ -(ZIZ~)" - ~i)n + 2( -It}i''''' 

+ ~ [(ZIZ~t + (:iY - 2( -It }-in", , 

APPENDIX A: SQUARE LATTICE 
GREEN'S FUNCTIONS 

We derived formulas for correlation functions as 
Pfaffians and determinants whose elements were 
expressed in terms of the functions 

1 
F m, .m, = (211")2 

X f"r_rr exp i(tP1ml + tP2m2) depl dct>2 
J a-I'I cos tPl - 1'2 cos tPa 

The parameters are 

(AI) 

a = (1 + z~)(1 + Z;) with Z; = tanh K;, (A2a) 

1'2 = 2zl(1 - Z;) and 1'1 = 2z2 (1 - z~). (A2b) 

An alternative representation of these functions is 

F"" .m, = fa'" dx e-az 

X IT {21 fr exp (itPim; + 1'; cos tPj) dep;} 
1""'1 ?r-'I" 

(A3) 
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1",(x-y) being the mth Bessel function of purely 
imaginary argument. 

One special class of F's is those with ml = m2' 

ThenJ8 

1 (a2 
- 'Y~ - 'Y~) 

F mm = ( )1 Q",-! 2 ' 
~'Yl'Y2 1'11'2 

(A4) 

where Qn(X) is the nth Legendre function of the 
second kind. Now 

Q_,(cosh f/) = 2e-~/2K(e-~), (A5) 

where K(k) is the complete elliptic integral of the 
first kind. With the choice of parameters (A2) it is 
easily shown that 

2 2 2 
a - 1'1 - 1'2 

2'Yi'Y2 

= ! {(1 - z;)(1 - z~) + 4z1z2 2} (A6) 
2 4z1z2 (1 - zi)(1 - Z2) . 

If we set this expression equal to COShf/, then 

(1 - z;)(l - Z~)/(4z1Z2) 

if (1 - z;)(1 - z~) < 4z1z2 

4z1zd(1 - z~)(1 - z;) 

if (1 - z~)(l - z~) > 4Z1Z2 • 

(A7) 

Since the phase transition occurs at the tempera­
ture T defined by 

sinh 2Kl sinh 2K2 = I, (AS) 

and since Z; = tanh K;, (A7) is equivalent to 

_~ {Sinh 2Kl sinh 2K2 if T > Te (A9) 

e = (sinh 2Kl sinh 2K2tl if T < Te. 

We then find from (A4), (A5), and (A9) 

F
o
.
o 

= {2~ tanh Kl tanh K 2)-lK([sinh 2Kl sinh 2K2rl) if T < T. 

(2/~) cosh2 Kl coslf K2 K(sinh 2Kl sinh 2K2) if T > Te. 
(AlO) 

Since the Legendre functions satisfy the recurrence 
formulas 

(l - I)Q~(z) = nzQn(z) - n Qn-l(Z), 

Q_j(z) can be obtained from Q_!(z) by setting 
n = -!. Then, if z = cosh f/, 

'nh2 dQ_i(cosh f/) 1 sh Q (osh ) 
SI f/ d sh = - 2 co f/ -! c f/ co f/ 

(All) 

where also 

'nh2 dQ_i(cosh f/) _ 'nh dQ_i(cosh f/) . 
SI TJ d sh - SI TJ d co TJ TJ 

(AI 2) 

Since 

dK(k)/dk = E(k)/[k(l - k2
)) - K(k)/k, 

where E(k) is a complete elliptic integral of the 
second kind, we find from (A12), 

'nh2 dQ_i(cosh .,,) 
S1 TJ d sh co TJ 

= (sinh .,,)e-~/2{K(e-") - e~E(e-~) cosh f/l, 

so that (All) implies 

18 A. Erdelyi, W. Magnus, F. Oberhettinger, and F. 
Tricomi, Tables of Integral Transforms (McGraw Hill Book 
Company, Inc., New York, 1954), Vol. 1, p. 183. 

Q_!(cosh .,,) = 2e~/2[K(e-~) - E(e-~)] 

= Q!( cosh f/). (AI3) 

The equality of Q-J and Qt follows from setting 
n = -! in the recurrence formula 

(2n + l)zQ,,(z) = (n + I)Qn+l (z) + nQn-l (z). (AI 4) 

Then returning to (A4) and noting from (AI) that 

we find 

Fl.l = F 1.-1 = F_1.1 = F_1.-1 

2e"12 
= ( )1 [K(e-") - E(e-~)]. 

~ 1'11'2 
(AI6) 

As in the case of Fo.o two forms exist for Fl,l, 
one for T > Te and the other for T < Te. These 
follow immediately from combining (A16) with 
(A9). 

Now set n = ! in (A14). Then 

QI(cosh .,,) = ie"/\2e" + e-')K(e-") 

- !e"/2E(e-") , (AI7) 

so that 

F22 = 1 {2e"/2(2e" + e-~)K(e-") 
~('Yl'Y2)t 3 

(A18) 
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One can continue step by step to find each F m.m, 

by repeated use of the recursion relation (AI4). 
Our Green's function (AI) also satisfies the dif­

ference equation 

Physically these F's are connected to random-walk 
generating functions. Consider a walker who walks 
at random from lattice point to lattice point on 
a square lattice in such a manner that P(ll, 12) = pel) 
is the probability at any step he displaces himself 
by the vector (11, 12) from his position before the 
step was taken. If his initial location is the origin 
and if P, (ml' m2) == P,(m) represents the probability 
of arrival at m = (ml' m2) after t steps, then the 
generating function for the walk islo 

'" I 1 
U(m, z) = 1: z P, (m) = (2 )2 

1-0 7r 

FI.o = (1/2'Y)(aFo.o - 1), (A22) 

F o.o being given by (AlO). All other F's can be 
obtained as linear combinations of E and K by suc­
cessive application of the difference equation (AI9). 
For example, 

aF1.I - 'Y(F1.o + F1.2) = 0, 
so that 

F1.2 = (aFl .l - 'YFl.O)h 

= (aFl • l - taFo•o + t)h, (A23) 

where F o.o is given by (A4) and (A5) and F l.1 by 
(A16). 

To indicate how these formulas can be used for 
the calculation of correlation functions we find 
(0"1.10"1.2) in a symmetric lattice with KI = Kz = K. 
Then, from Eq. (43), 

(0"1.10"1.2) = 2z(1 + i)Fo.o - (1 - i)(1 + l)FI.o, 
(A24) 

But from (A22), 

Fco = [4z(1 - z2)rl [(1 + l)2FO.O - 1]. 

Hence 
where 

>"(CPlCP2) = 1: p(l:t12) exp i(CPIll + CP2 12)' 
(1 + i) 

(A21) (0"1.10"1.2) = 4z 
I 

U(m, z) is related to (AI) in a walk in which at 
each opportunity for a step the walker moves only 
to a nearest-neighbor point or remains stationary 
until the next opportunity for a step arises. Suppose 
the probability of a step to the right, PI, equals the 
probability of a step to the left and that the prob­
ability of a step upward, P2, equals that of a step 
downward; and that p is the probability of remaining 
stationary. Then 

and 

>"(CPI' CP2) = p + 2Pl cos CPl + 2p2 cos CP2, 

so that U( -m, z) is exactly F .... ..... if one sets 

a = 1 - zp, 

'Yl = 2zpI and ')'2 = 2zp2' 

We now obtain explicit expressions for a few 
more F's in the symmetrical case 'YI = 'Y2 = 'Y 
by employing the difference equation (A19). In this 
case F I •o = F O•I = F_I.o = Fo.-I. Hence, 

aFo.o - 2'YFI.o = 1, 

so that 

X {(i + 2z - 1)(1 + 2z - i)Fo•o + I} 

= cosh 2K {(Sinh
2 

2K - 1) F + I} (A25) 
2 sinh 2K cosh4 K 0.0 • 

Substituting (AI0) into (A25) we find 

(1 + k)l{(1 ~ k) K(k) + t} 
with k = l/sinh2 2K for T < Te 

(1 t ky{(k ~ 1) K(k) + t} 
with k = sinh2 2K for T > T e , 

a result first obtained by B. Kaufman and L. 
Onsager. 

For completeness we make a few remarks con­
cerning asymptotic formulas for F m, .m,' Some of 
these have been discussed in reference 19. Others 
can be derived by methods discussed in connection 
with the three-dimensional Green's function of 
reference 20. When ml and m2 are very large, the 

19 E. W. Montroll, Proceedings of the Third Berkeley 
Symposium on Mathematical Statistics and Probability (Uni­
versity of California Press, 1956), Vol. III, p. 209. 

20 A. A. Maradudin, E. W. Montroll, G. H. Weiss, R. 
Herman, and H. L. Milnes, Mem. Acad. Prog. de Belgique 
XIV, No. 1709 (1960). 
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integrand of (AI) oscillates very rapidly except in 
the neighborhood of (CPI, CP2) = O. If, in the rep­
resentation following (A2b), one expands cos CPl and 
cos CP2 in a power series and only quadratic terms are 
retained, he obtains 

F - _1_1"" d -z(a-'Y.-'Y,) 
m,.m, - (2'71l 0 x e 

X II:" exp {-!X(-ylCP~ + 'Y~;) 
+ i(CPl ml + CP2m2)} dCPl dcf>2' 

The limits (-11", 11") can be extended to (- (Xl, (Xl) 
since the cP integrand diminishes rapidly as one 
moves away from the origin. Hence 

F 1 1"" -iR'1z -z(a-'Y,-'l',) dx 
m, ..... "" 2 ( )1 e e 11" 'Yl'Y2 0 

where 

R2 = (mU'Yl) + (m~h2)' 
and Ko(z) is the modified Bessel function of the 
second kind of order zero. As Z ~ (Xl, 

Ko(z) "" (1I"/2z)ie-·. 

Corrections to (A26) can be obtained by following 
reference 20. 

In the limit a ~ "11 + "12, one combines (A4) 
with the asymptotic formula for the Legendre 
function (as E ~ 0) : 

Q"'-i(1 + E) "" -! log (!E) - "1 - ~(m + !) + ... , 
where "1 is Euler's gamma = 0.57721 and 

~(x) = d log r(x)/dx, 

rex) being the well-known gamma function. One 
property of ~(x) is 

1 1 1 
~(n + x) - ~(x) = X + x + 1 + ... + x + n + 1 

If we let a = "11 + "12 + E where E is very small, 

(a
2 

- 'Y~ - 'Y~)/2'Yl'Y2 "" 1 + E('Y1 + 'Y2)hl'Y2, 

so that 

1 
F", .. = ( )1 . 11""11"12 

X {_! log [! E(-Yl + 'Y2)J - "1 - ~(m +!) ... } 
2 2 'Yl'Y2 

has a logarithmic divergence as E ~ O. Note that 

F ....... - Fo•o 

= ~ 1 + ~ + l + ... + 2m 1_ 1}/1I"('Yl'Y2)i, 

while it is easy to show that for large ml, m2, ma, 
pud m" one has the limit resuW9 as E ~ 0: 

1 1 ('Y2m: + "11 m!) 
F ... , ..... - F ......... = 1I"('YI'Y2)! og 'Y2m~ + 'Ylm~ . 

APPENDIX B. IDENTIFICATION OF TWO FORMULAS 
FOR ROW CORRELATIONS 

There are two formulas for the correlations which 
are different in form but will be proved to be the 
same. The first is that obtained by Kaufman and 
Onsager,' in the form21 

(-1) (0'1.10'1.1+ ... ) 

b_1 b_2 b_a b_m 

bo b_1 b_2 b1- m 

= ct b1 bo b_1 b2 - m 

bm - 2 bm - a bm - 4 b_1 

bl b2 ba b", 

bo b1 b2 b ... - 1 

_ 8:2 b_ l bo bl b ... -2 , (Bl) 

b2- m ba- m b4- m b_1 

where 

c~ = cosh K~, 8~ = sinh K~, tanh K2 = e-2K 
•• , (B2) 

11" br = - cos [c5'(w) - rw] ~, 
11" 0 

sin c5'(w) sinh 2K~ = sin c5*(w) sinh 2K1 , 

cos c5'(w) = sin c5*(w) sin w cosh 2K~ 

- cos c5*(w) cos CII. 

(B3) 

(B4) 

(B5) 

The second formula is that obtained by Potts 
and Ward6 and given by (56) and (57) above: 

ao a1 a2 

a_I ao al 

(0'1.10'1+ .. ) = a_2 a_I ao am -3, (B6) 

al-.. a2-m aa-m 

21 Equation (43) of their paper contains a misprinted sign. 
To change from their notation to ours note that E. = b_ri 
H = K 2, H' = K I • 
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with 

1 1" -i, .. HO(",) .3 .. a, = - e e uw 
211" _ .. 

or 

11" a, = - cos [o*(w) - rw] dw. 
11" 0 

(B7) 

It seems surprising that formula (Bl), containing 
two determinants, should give the same result as 

with the following notation: 

? = elements which are irrelevant, 

1m = unit matrix of order m, 

1 

o 1 

(BI0) 

(Bll) 

(BI2) 

the simpler formula (B6), a single determinant. We R", = m X m matrix 
show this to be true by establishing the following 

(B13) 

matrix identity: 

1 0 0 0 

0 0 

SII,,, - cIR .. 

0 0 

0 0 0 1 

1 0 0 

0 

X 
c'U .. +l + s~R"'+1 

0 

1 0 0 

0 

X 
-s~I"+I+c~"+1 

o 
o 

o 
-1 ? 

or briefly 

A ... 

? ? 

0 1 

? 

? 

? 

? 

? ? 

0 c~ 0 s~ 

s~ 

0 

B"+I 

-c~ 

1 0 0 0 

0 0 

cII .. + sIR", 

0 

0 0 . 0 1 

(B8) 

(B9) 

1 o 
1 

and A"'+I and B ... +I are the Toeplitz matrices 

A"+I = [:' : 

a_.. al_ ... 

[

bO bl 

B - b_1 bo 
_+1 -

~_'" bl _", 

b .. l 
b ... _1 I. (B14) 

bo J 
To establish the identity we use the relations 

s~~(b_, - b,) = SICI (a_, - a,), (BI5) 

c:2b, - stb_, = sia'-I - c~al_" (BI6) 

which follow from identities between 0' and 0·. 
These relations imply therefore that 

? 

? 
(siAm - ciA~)R ... 

? ? ? 

? 

? 

(B18) 

where the prime denotes matrix transposition. 
Then 

P 2P aP. = r : 
-1 

(BI9) 
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where 

x = (c~I"'+l + s~Rm+1)B"+1( -s~I .. +l + c~"'+1) 
= S~~(B~+l - B .. ) + (c~2B"+1 - s:2B.,+I)Rm +1 

? 

y ? 

? 

? ? ? ? 

and where 

y = 81C1(A~ - Am) + s~A", - c~A~)R ... (B20) 

In deriving this result, (B17) and (B18) have been 
used, as well as 

RM = MfR, (B21) 

for any matrix M. The matrix identity is finally 
proved from 

(slI", - cIR".)Y(C1I .. + sIR".) 

= (slI .. - cIR",) ( -SIA", - clA~Rm) 

= Am. 

We can now take determinants of the identity 
(BS) , (B9), giving 

IP1P2PaP4Psi = IP6 1, 
or 

so that 

10· 

o 

0 

or simply 

But 

o 

IPal = IP6 !. 

b_ 1 b_ 2 

IPal = (-l)"'ct 
bo 

b1 

+ (-1) Mist bo 

b_1 

b", 

(B22) 

which is the Kaufman-0nsager formula (Bl) for 
«(/"1,1(/"1,1+",), and 

IP6 ! = IAml = 

which is the Potts-Ward formula. And hence the 
two formulas are the same. 
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